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Abstract: Clustering crime data helps to identify and understand the underlying crime patterns. 
The k-means algorithm is very familiar and effectively applied in clustering problems, and grieves 
from a few drawbacks due to its choice of initial cluster centroids. A hybrid method based on 
combining the k-means algorithm, improved grasshopper optimization algorithm, and genetic 
algorithm called KM-IGOA-GA is proposed in this research work. KM-IGOA-GA searches for 
cluster centers of the dataset as does the k-means algorithm and it can effectively find the global 
optima. The new KM-IGOA-GA is applied to the crime dataset acquired from NCRB, India and 
its performance is compared with those of KM-IGOA, KM-GOA, KM-FOA, KM-MFO, and K-
means clustering. Results show that KM-IGOA-GA is effective and suitable for data clustering 
with an accuracy of 89%. This proposed work is implemented using R-Studio. 
Keywords: clustering, optimization, metaheuristic, improved grasshopper, k-means 
1. Introduction 

The optimization strategies are proposed to unravel the issues with tremendous numbers of 
factors, enormous complexity, or having no analytical solutions that were met during the behaviour 
of investigating, exploiting, and overcoming nature by humans. It is always difficult to discover a 
widespread effective way for nearly all issues. Therefore, researchers and engineers around the 
world are still beneath ways to discover more optimization calculations and more appropriate 
strategies. The stochastic algorithms are found to be capable of achieving global solutions with 
randomness, thus, stochastic algorithms are being focused and more algorithms are proposed. 
Nature-inspired algorithms are stochastic algorithms proposed with inspiration of the nature and 
they have been proven to be effective in optimization. Some of the metaheuristic algorithms are 
stochastic algorithms and they are swarm intelligence algorithms. Nearly all of these algorithms 
and their enhancements so far are stimulated directly by the behaviours of the creatures such as 
searching, hunting, pollinating, and flashing [20,21].  

K-means clustering is a center-based algorithm that is very effective in dealing with large 
and high-dimensional datasets. K-means is a form of hard partitional clustering as each data object 
is assigned to only one cluster. In K-means, the process of assigning data objects to the disjoint 
clusters repeats until there is no significant change in objective function values or membership of 
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clusters it is called convergence. The K-means algorithm's advantages include quicker 
convergence and effectiveness in clustering big data sets. It creates N-dimensional population 
clusters with the least dissimilarity metric for each cluster. Each cluster in K-means has a mean at 
its center, and the goal is to minimize the value of its objective function, which is a sum of square 
error function. K-means reliance on the initial cluster centers, sensitivity to outliers, lack of 
guaranteed optimal solutions, and tendency to produce unbalanced clusters are some of its 
drawbacks. The algorithm falls into the local optima because it relies on its initial cluster centers.  

The grasshopper optimization algorithm was proposed by Saremi et al. in [25], which is a 
swarm intelligence algorithm that mimics grasshoppers’ natural seeking and swarming behaviours. 
Grasshoppers are insects, a hazardous pest that affects and harm crop production and agriculture 
[25]. Their life cycle includes two stages nymph and adulthood. The nymph stage is characterized 
by small steps and slow movements, while the adulthood stage is characterized by long-range and 
rapid movements. The movements of nymphs and adulthood constitute the intensification and 
diversification phases of GOA. 

The Firefly Algorithm examines the foraging habits of fireflies by using a population-based 
strategy to determine the global optima of objective functions based on swarm intelligence [18,19]. 
Physical elements, such as agents or fireflies, are dispersed randomly throughout the search space 
by the firefly algorithm. Agents are compared to fireflies that exhibit luciferin, a luminescent 
property that causes them to emit light in proportion to this value. The stronger brightness of 
nearby fireflies attracts the attention of individual fireflies. The more spread out apart they are, the 
less attractive they are. It will move at random if there isn't a firefly that is brighter than it. Initially, 
all the agents (fireflies) are distributed randomly throughout the search space according to the 
objective function.  

Moths have developed to fly in the evening utilizing the moonlight and they depend on a 
strategy called cross-over direction for route [26]. In this technique, a moth flies by keeping a 
decent point concerning the moon (for example the light source). This strategy is viewed as an 
exceptionally successful procedure for voyaging significant distances in a straight way. Since the 
moon is far away from the moth, this strategy ensures flying in a straight line. At the point when 
moths see a human-made counterfeit light, they attempt to keep a comparable point with the light 
to fly in a straight line. Since such a light is very closely contrasted with the moon, be that as it 
may, keeping a comparable point to the light source causes a futile or dangerous winding flyway 
for moths. It very well might be seen that for fake lights the moth at last unites towards the light. 
Moths and flames are the principal parts of the algorithm. The candidate solutions are moths and 
the moth’s positions in space are the problem’s variables. Along these moths can fly in 1-D, 2-D, 
three-dimensional, or even hyper-layered space (of aspect d) with changing position vectors. Since 
the MFO algorithm is a population-based algorithm, the arrangement of n moths is utilized as 
search specialists in the issue space. Flames are the best n places for moths that are acquired up to 
this point. Hence, every moth looks through around a banner (fire) and updates it in the event of 
tracking down an improved arrangement. 
2. Methodology 



A NOVEL HYBRID K-MEANS AND IGOA-GA APPROACH FOR CRIME DATA CLUSTERING 

874 

2.1 The proposed KM-IGOA-GA clustering approach 

Selecting appropriate initial cluster centers is necessary to improve clustering using K-
means. Due to K-means' sensitivity to the number of clusters and centroid locations that are 
relatively confined in the search space, it is unable to fully explore the search space for the global 
optima.  

This work demonstrates the integration of bio-inspired optimization techniques with K-
means to solve this K-means limitation. The K-Means clustering algorithm uses the outputs of this 
optimization technique as its initial cluster centers.  

Grasshopper optimization algorithm (GOA), firefly optimization algorithm (FOA), and 
moth-flame optimization algorithm (MFO) are population-based algorithms. Hence the initial 
population is generated from given data objects. At first generation, agents are initialized 
randomly. Each agent represents k clustering centers. In this work, each agent represents one 
candidate solution to a problem so one agent is k initial clustering centers. The whole population 
represents a variety of clustering schemes. In this manner, the bio-inspired algorithms aim to find 
optimal clustering centers according to the objective function value (distance measure).  After that, 
optimal cluster centers from each bio-inspired algorithm will be taken to K-means for clustering 
the data objects. Finally, a better technique is selected based on statistical analysis [22, 23]. 

 High-crime-intensity areas are known as crime hotspots. Identifications of hotspots help 
public safety organizations allocate resources for crime prevention activities. This is known as 
geographical analysis usually made based on maps and reported crime events over a certain period. 
The k-means algorithm is integrated with bio-inspired algorithms for optimizing cluster centers. 
The performance of bio-inspired algorithms is measured using some cluster analysis metrics. They 
are the standard deviation (SD), the within-cluster sum of squares (WCSS), the between-cluster 
sum of squares (BCSS), and the average silhouette score. The state-wise, and district-wise cluster 
results are mapped to the respected boundary shapefile. A shapefile is a simple, nontopological 
format for storing the geometric location and attribute information of geographic features. 
2.2 Improved Grasshopper Optimization Algorithm 

The improved grasshopper optimization algorithm is proposed by Qin P., et. al. in [1]. The 
impact of gravity on the updated position of each grasshopper is not considered in basic GOA, 
which may describe why GOA has a slower convergence rate. Based on this, the two updated 
methods of each grasshopper's position yield the improved GOA (IGOA). One is that in the basic 
GOA, every grasshopper's updated position now includes the gravitational force. The other is that 
each grasshopper's updated position includes velocity, and the new position is determined by 
adding the velocity to the current position. Then, based on likelihood, each grasshopper accepts 
the modified position most appropriately. finally, IGOA is performed initially on the 23 classical 
benchmark functions. 

2.3 Genetic algorithm 
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In GAs, the parameters of the search space are encoded in the form of strings called 
chromosomes. A collection of such strings is called a population. Initially, a random population is 
created, which represents different points in the search space. An objective and fitness function 
are associated with each string that represents the degree of goodness of the string. Based on the 
principle of survival of the fittest, a few of the strings are selected and each is assigned some copies 
that go into the mating pool. Biologically inspired operators like crossover and mutation are 
applied to these strings to yield a new generation. The process of selection, crossover, and mutation 
continues for a "fixed number of generations or till a termination condition is satisfied [27]. 
3. KM-IGOA-GA 

The KM-IGOA contains three phases namely, initialization phase, fitness calculation phase, 
and exploration and exploitation phase. In the initialization phase, initial parameters such as, the 
number of clusters k, population size pop, the maximum number of iterations maxiter, initial 
position of each grasshopper are initialized. The fitness value WCSS (Within Cluster Sum of 
Squares) of every grasshopper is calculated using the default distance measure Euclidean distance 
once the grasshoppers are clustered into groups. Based on the best (minimum) fitness value the 
target position (best centroid) is selected. The other grasshopper parameters coefficient, gravity 
force, social force, velocity, distance, and probability are calculated for each grasshopper. The 
current position of each grasshopper is updated based on the probability value p. If p < 0.5 then 
the updated position of the grasshopper is obtained by eq.1.  If p >= 0.5 then the updated position 
of the grasshopper is obtained by eq.2. 
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The output of IGOA is the updated position of each grasshopper. These grasshoppers are the 

initial population for GA. Each grasshopper is a set of cluster centroids and is considered a single 
chromosome. Firstly, for each chromosome, the fitness value (WCSS) is calculated, and then the 
ten chromosomes with the best fitness value are selected for crossover and mutation operations. 
The selection of the best chromosomes among the total population is done only once to reduce the 
burden of the genetic algorithm. Since the genetic algorithm is a maximization problem, the fitness 
value is the inverse of WCSS. After the first crossover and mutation operations, the usual genetic 
algorithm process continues until it reaches the maximum number of iterations. Finally, the best 
chromosome (best centroid) is obtained from GA. This best centroid is applied in k-means to test 
the accuracy. 
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Figure 1(a) represents the flowchart of the KM-IGOA method for clustering and Figure 1(b) 
represents the flowchart of the proposed method KM-IGOA-GA which combines improved 
grasshopper optimization, genetic algorithm, and k-means. Initially, the cluster centroids obtained 
from k-means are optimized using IGOA, then the top ten of these optimized clusters are once 
again optimized by genetic algorithm, and finally, the best cluster centroids are obtained. The 
performance of the proposed method is compared with existing clustering techniques like, simple 
k-means, KM-GOA, KM-FOA, KM-MFO, and KM-IGOA. the clustering performance of these 
techniques is measured using a few of the cluster quality metrics such as standard deviation, 
average silhouette score, within cluster sum of squares, between cluster sum of squares, and 
accuracy percentage. 
 
Steps in integrated bio-inspired clustering 
The integrated clustering technique is divided into four basic steps  

(1) Initialization.  
(2) Cluster assignment and fitness calculation. 
(3) Exploration and Centroid locations update.  
(4) Termination.  

Here, all the bio-inspired algorithms that are used in the integration with K-Means employ 
the same initialization step, cluster assignment and fitness calculation step and termination step 
but each algorithm has its unique heuristic method to explore the search space to find the optimal 
solution. 
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a) KM-IGOA                                                 b)   KM-IGOA-GA  

Figure 1. Flowchart of the proposed technique 
3.1 Initialization  

Here, all the biologically inspired algorithms used in the integration with K-Means use the 
same initialization step, cluster assignment, and coverage calculation step as well as the 
termination step, but each algorithm has its heuristic to explore the search space to find the optimal 
solution. 
3.2 Cluster assignment and fitness calculation 

In the proposed method cluster assignment step follows the same rule as the original k-
means. Each search agent is represented as a matrix of size k*D where D is the number of attributes 
of the dataset and therefore it is the dimension of the search space, and the i-th search agent will 
look like Ai = [c1, c2, c3 ] where c1, c2 and c3 are vectors of size 1x3 that represent the clusters 
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centroid locations for example, c1 = [ xi1, xi2, xi3 ] where xi is a data point in the search space. The 
population is represented as a size N*K*D three-dimensional matrix, where N is the population's 
total size. To allocate each data point to the nearest cluster centroid, we first compute the Euclidean 
distance between each data point and each cluster centroid in the search agent. The Euclidean 
distance, which we employed in the proposed method, is shown as follows: 

d(x, y) = ඥ∑ (x୧ − y୧)
ଶ୬

୧ୀଵ                                               eq.3 

Our objective function is to find the best group of centroid locations that form clusters with the 
minimum sum of the squared error, therefore we used SSE to be our objective function value. 
3.3 Exploration and Exploitation 

In bio-inspired algorithms, the objective function value is the position variable of the 
centroid.  This position variable is relocated many times targeting to catch a position that achieves 
the best objective value which is the minimum SSE value of the clustering process. In KM-FOA, 
KM-MFO, KM-GOA, and KM-IGOA methods, each agent updates its position concerning the 
current position and other important parameters. In KM-IGOA, the probability value p is 
calculated, if p is less than 0.5 then the position of the grasshopper is updated using eq.1, if p is 
greater than or equal to 0.5 then the position is updated using eq.2. Each grasshopper updates its 
position concerning its current position, target position, velocity, and other grasshopper’s position. 
In KM-IGOA-GA, the output centroids from KM-IGOA are optimized using the genetic algorithm. 
Finally, the best centroid is produced. 
3.4 Termination 

The optimization process ends when the optimal solution is found or when it reaches the 
maximum number of iterations. In the proposed method, the algorithm breaks when it hits the 
maximum number of iterations. After the termination, the output will be the best search agent with 
the best fitness value 
4. Dataset description 

The datasets were acquired from the NCRB website of India. These datasets are crime 
statistics of different states, union territories, and districts in India. Table 1 represents sample data 
which contains the number of incidents under five different crime heads. The full dataset contains 
the number of incidents under 17 different crime heads for 28 states and 8 union territories. These 
crime heads are classified into IPC (Indian Penal Code) and SLL (Special Local Laws) crimes. 
There are two datasets other than this, which are state-wise and district-wise datasets, they consist 
year-wise total number of crime incidents from 2001-2020. 

 
Table 1. Sample crime dataset 

 State rape/ attempted kidnap dowry deaths assault insult 
Andhra Pradesh 23502 21094 7804 91825 55547 
Arunachal Pradesh 1147 1222 5 1561 62 
Assam 33488 65723 2655 43809 1026 
Bihar 22050 69026 22598 10356 658 
Chhattisgarh 24342 15378 1852 33716 2977 
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5. Result and discussion 

The proposed work is implemented in the R-studio tool. Table1, represents cluster quality 
metrics of different clustering techniques. The effectiveness and efficiency of the basic 
grasshopper algorithm are improved by introducing gravity force and velocity to it. The 
comparison between the quality metrics of KM-GOA and KM-IGOA proves it. To improve the 
effectiveness of clustering, the IGOA is combined with GA to optimize the cluster centroids, 
proving the best performance than other techniques. According to the cluster quality metrics, we 
found that KM-IGOA-GA occupies the first place in the optimization performance comparison for 
crime datasets and KM-IGOA occupies the second place but the simple k-means occupies the last 
place 

Table 2. Cluster quality metrics 
Clustering 
Algorithm 

SD Avg. Sil Total 
WSS 

Between 
SS 

Accuracy 
% 

KM-IGOA-GA 0.63 0.68 83.40 634.90 89.0 
KM-IGOA 0.65 0.66 84.10 635.89 87.3 
KM-GOA 0.68 0.64 88.94 631.05 86.6 
KM-MFO 0.69 0.61 101.02 618.97 84.2 
KM-FOA 0.70 0.56 114.94 605.05 82.1 
K-Means 0.79 0.33 170.10 549.89 76.4 

Geospatial clustering is done to predict the state-wise and district-wise crime intensity areas 
under three different levels namely, high, mid, and low. Figures 2(a), and (b), represent high, mid, 
and low crime-intensity areas concerning districts and states respectively. The districts and states 
in red color are high-crime intensity areas, and green in color are mid-crime intensity areas. 

   
  (a) 

 
(b) 
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Figure 2. Crime intensity (year 2001 to 2020) – (a) District-wise, (b) State-wise 

Figure 3 is the extension of Figure 2(b) and it shows high, mid, and low crime intensity states 
separately. There are six regions in India, they are East, West, North, South, Central, and North 
East. Figure 4 (a), represents the state/UT-wise percentage distribution of IPC crimes, Figure 4 (b), 
represents the state/UT-wise percentage distribution of SLL crimes, and Figure 4 (c), represents 
the state/UT-wise percentage distribution of total (IPC+SLL) crimes.  
 

 
(a) 

 
(b) 

 
(c) 

Figure 3. crime prune states/UTs in India – under different crime heads 
(a) High, (b) Mid, and (c) Low 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4. Region-wise crime percentage distribution in India 
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Conclusion 
The main objective of this work is to find geospatial clusters concerning crimes committed 

against women in India. State/UT-wise and district-wise clusters are found to identify high, mid, 
and low crime-intensity areas. To find geospatial clusters, we proposed a bio-inspired clustering 
technique KM-IGOA-GA. This technique is a combination of improved grasshopper optimization, 
genetic algorithm, and k-means clustering. The basic grasshopper optimization algorithm is 
improved by introducing two important parameters gravity force and velocity value. The proposed 
technique is applied to the Indian NCRB crime dataset to find the clusters. The set of cluster centers 
is given as a population to IGOA, and it produces the optimized cluster centers. These optimized 
centers are once again optimized by genetic algorithm to improve the clustering accuracy. The 
proposed technique is compared with other techniques like, simple k-means, KM-GOA, KM-FOA, 
KM-MFO, and KM-IGOA considering cluster quality metrics such as standard deviation (SD), 
within cluster sum of squares (WCSS), between cluster sum of squares (BCSS), average silhouette 
score, and accuracy. It is proven that the proposed technique outperformed other above-mentioned 
techniques with the best accuracy of 89% followed by KM-IGOA with an accuracy of 87.3%. In 
the future, the proposed hybrid method can be enhanced by integrating other optimization 
techniques or replacing existing optimization techniques with other techniques or this same 
method can be applied to various clustering problems. 
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