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Abstract: The issued shares are moved, exchanged, and distributed on the stock market, a
capitalistic paradise. Although the issue market serves as the foundation for stock pricing, the stock
market's structure and trading activities are far more intricate than the issue market's. As a result,
predicting the future accurately becomes a complex and challenging endeavour. Conversely, due
to the potential rewards associated with stock prediction, it continues to draw in generations of
academics and investors, who in turn continue to develop a wide range of prediction techniques
from a variety of viewpoints, theories, investment approaches, and real-world experiences. The
majority of current graph-based learning techniques ignore the complexity of stock linkages and
instead manually construct stock relationships in order to produce stock graphs. In this study, a
sentiment analysis module was created with natural language processes and Gated Recurrent Unit
(GRU). The factor analysis module receives the outputs from the LSTM, GRU, BERT, and
Relations models from wikidata. The sentiment data on the financial market is included into the
factor analysis module. Subsequently, a subset of parameters were fed into the recently created
Improved Multilevel Graph Attention network (IMGA) to forecast stock prices. Improved Multi
level Graph Attention based Deep Stock prediction network (IMGA-DeSnet) is the name of the
suggested technique. Graph Convolution Network (GCN) is used by IMGA to extract relational
data. The attention encoded feature representation for certain classes is provided by the factor
analysis models' extracted features and trained weights. Finally, the fully connected layer receives
the concatenated feature vector and utilises a feature map matrix and input weights to forecast
stock. The suggested architecture offers a solid and trustworthy stock prediction method.

Keywords:Stock trend prediction, graph neural network, stock relation, financial news.

I. INTRODUCTION

Nowadays, a lot of people understand the benefits of investing, particularly in light of stock
market growth and expansions of online financial services. On the other hand, the stock market is
known for its enormous volatility and wealth of data. A lot of people who want to invest financially
need to know more about data mining. Because of this, more accurate stock price forecasts help
businesses and investors by reducing risk and raising return on investment. Researchers have been
interested in stock prediction for a long time. As a valuable indicator of portfolio allocation,
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accurate stock predictions can assist investors in making wise selections [1]. Since, market
participants are assumed to be informationally efficient and transactions occur at fair values,
efficient market hypothesis (EMH) holds that stock prices represent markets in full and that stock
markets may respond swiftly to information changes [2]. As a result, using the EMH framework
to forecast stock prices is impossible. In actuality, nevertheless, this framework's logic is called
into doubt. Adaptive market hypothesis (AMH) is then put out by behavioural economists as a
revision to the EMH [3]. AMH contemplates that excess returns can result from asymmetrical
information implying stocks are predictable, when interactions between individuals and markets
are accounted.

In the past, researchers have fitted a linear model to the historical trend in stock prices using
statistical techniques. Autoregressive Moving Average Model( ARMA) is set up to evaluate stock
prices over time where classical techniques include ARMA, Autoregressive Integrated Moving
Average Model (ARIMA), and Generalised Autoregressive Conditional Heteroscedasticity
(GARCH). [1]. The ARIMA model, which predicts the overall direction of changes in stock prices,
is based on the ARMA model [2]. Wavelet analysis is another feature of the ARIMA model that
may be used to match the Shanghai Composite Index [3] more precisely. New stock time series
predictions with windows are presented by GARCH models [4]. Concurrently, other researchers
combined GARCH and ARMA to create a new forecast which gives volumetric price analysis of
multivariate stocks theoretical validity [5]. Conventional methods generally only extract data that
is pre-organized. Conversely, traditional prediction techniques need assumptions that are rarely
true in real-world scenarios.  This makes it challenging to characterise nonlinear financial data
statistically.

Many studies use machine learning (ML) techniques like Support Vector Machines (SVM) and
Neural Networks (NN) to try and predict stock values which learn from new data and forecast.
Many academics utilise the SVM in stock forecasting because it has special advantages when
handling small sample sizes, high-dimensional data, and nonlinear circumstances. In terms of stock
prediction accuracy, Hossain and Nasser [6] discovered that SVM approaches outperform
statistical approaches ones. In order to predict variations in HS300 indices, Chai et al. [ 7] proposed
hybrid SVM models and observed that least square SVMs combined with Genetic Algorithm (GA)
performed better. However, when used on voluminous stock data training sets, SVMs consumed a
lot of memory limiting its ability to anticipate and resulting financial time series problems were
addressed using Artificial Neural Networks (ANN) and multi-layered ANNs. Rapid convergence
and excellent accuracy are two advantages of artificial neural networks (ANNs), based on
experimental data [8, 9, 10]. Moghaddam and Esfandyari [11] used studies to analyse the influence
of numerous feedforward artificial neural networks on market stock price forecasting. Liu and Hou
[12] used the Bayesian regularisation technique to enhance the BP (Back Propagation) NN.
However, there is need for improvement in the following areas using the standard neural network
method: The weak generalisation ability soon causes overfitting and devolves into local
optimisation. Improved models are needed to address these issues since a large number of samples
must be trained.
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Deep learning (DL) offers a new approach to stock price prediction research as artificial
intelligence advances. DL models have predicted stock prices and include Convolutional Neural
Networks (CNNs) [13], Graph-Based CNNs [14], Recurrent Neural Networks (RNNs) [15], and
Long Short-Term Memory (LSTM) [16]. Stock price predictions may be made using RNN mining
time series information in data. However, RNN models have gradient dissipations and explosions,
which make training complex. LSTM models handle RNN’s incapacities in describing time series
by implementing time memory functions in cell gate switches [17] and thus perform well in
forecasting variations in stock market indices [18]. Yan et al. [19] developed high-precision model
based on LSTM deep neural networks for predicting short-term financial markets. Standard RNN
and BP neural networks are less accurate than LSTM neural networks in forecasting market prices.
The aforementioned models ignored supplementary market information in favour of focusing on
one or more pieces of information. Since linked firms' happenings have an impact on stock price
swings, stocks do not live in a vacuum.

An attention-enhancing LSTM model combined with data from several sources allowed Zhang
et al. [20] for enhanced stock prediction performances. Studies have also exploited graph
architectures with the objective of handling data from diverse market sources, though in their early
stages. These studies were motivated by financial markets’ inherent qualities and correlations
between equities. Li et al. [22] used GCN to foresee overnight stock movements with news data
to model stock linkages. Chen et al. [21] enhanced prediction accuracies by constructing graphs
with important company linkages from company information. Ding et al. [23] used neural tensor
networks for extract information from news events and forecasted changes in stock values. Wang
et al. [24] improved efficacies of individual stock forecasts and opinion mining. While intricate
graphical models have been developed to interpret financial data, existing techniques only
incorporate data from many sources into graphs and are unable to effectively use stock market
data. Thus, a significant problem remains in effectively mining and integrating multisourced data
of stock markets.

Combinations of BERT and Graph Neural Network (GNN) based approaches [25] were studied to
anticipate market movements based on news in an attempt to solve the issues listed above. To
extract features from stock market data, the three dimensions of text, numerical, and relational data
are employed. The BERT model is used to extract textual features of financial markets from news
sources. Natural language processing technology that is advanced optimises the components of
unstructured news extraction.Multisource data may be efficiently aggregated in the stock
prediction challenge utilising graph-based learning approaches. Using the newly developed
multilevel attention mechanism, the proposed IMGA can selectively combine representations of
nodes obtained from feature extractions for transforming them into stock graph networks, while
also assigning different weights to distinct relationships.

II. PROPOSED METHODOLOGY

This section outlines the general structure of our suggested approach before detailing financial
market ‘s text, numerical, and relational data. This proposed system is constructed using corporate
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relational data in contrast to prior studies that relied on expensive relational modelling techniques.
In Figure 1, the general framework is displayed.

Many feature vectors are retrieved using various feature extraction modules following initial data
processes and concatenated to construct stock relationship network diagrams using texts and
prices. Sentiments on financial markets are then processed using factor analyses. Finally, stock
relationship network diagrams are analysed for trend predictions utilising IMGA-DeSnet's multi-
layered attention layers. The suggested framework's components are detailed before delving into
this revolutionary relational module structures.
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Figure 1. The overall process of the proposed methodology
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A. LSTM-BASED ENCODER MODULE

Historical stock prices from financial markets can demonstrate short/long-term reliances. Since,
durations and performances of stock prices fluctuate, LSTM-based encoding models which are
capable of properly capturing long-term associations are used. Furthermore, in [28], [30], and [40],
LSTM were employed for feature extractions.

The feature extraction module takes inputs from a variety of historical stock price raw
characteristics, such as starting and closing prices. After preprocessing daily historical closing
prices, changes in rates are determined and used as inputs for LSTM in this study. The rate of price
changes are calculated. Rf = {r{=5*%, ..r{*1 1!} € RSP designates historical price changes of
stocks 1 at time steps t. S implies sequence lengths and D signifies feature dimensions at time steps.
LSTM network receives time-series data R as inputs and finally hidden states of outputs, (hf) are

utilised as sequential embeds (ef)(hi’ = ef)of networks that follow. i.e. the following is obtained
if, ff,0f = foi. for. foe(WIhT Y RE] + by f,0)
Ct = Ul + ff O cf
uf = tan (WWR! + UWRITT 4 p@)
hf = of O tan (cf)
In simple terns, we obtain:
Et = LSTM(R')

Where Rt =[RL,....R},....RY] € RM*S*D Et = [ef, .., ef, ..., e};] € RM*Urepresents
sequential embeds of M stocks while U stands for embed sizes (LSTM ‘s counts of hidden units).

B. BERT-BASED ENCODER MODULE

BERT's input embedding encompasses embedding layers of positions, segments, and tokens. Each
word is converted into a set dimension by token embeds. Before each input, a unique token named
"[CLS]" appears. The segment embeddings primarily discriminate between two types of sentences,
each of which has the input token "[SEP]" assigned to it. Training yields the position embedding.

In order to provide a more detailed example of the BERT extraction of stock news text data features
in the financial field, we will first divide the news collected from stock I in time period t into T
pieces, which we will then feed into the pretrained encoding model as N} =
T, ontt nf} € R™H, where T stands for text paragraph counts and H implies texts
feature dimensions. BERT encoders truncate or complete input sentences, preficing [CLS] symbols
to sentences and attaching [SEP] symbols at ends. Related news items N} for stocks I are
transformed into [CLS] nf+ [SEP], and semantic features of phrases arte represented by output
vectors corresponding to [CLS], where semantic feature informations of sentences can be
represented by output vectors corresponding to [CLS]. Following varied deeper level feature
learning operations of BERT models, [CLS] vectors of previous layer classification output results
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accurately represent semantic information of texts. For news text features, top layers of output
classification need to obtain feature vectors from final transformer layers before phrases are
retrieved. i.e. we obtain:

F' = BERT(R')

Where M’ = [Nf, ... N}, ..., Nfj] € RMXTXH Bt = [t f5, .., fii] € RM*Vrepresents the text
feature embedding vector of M stocks, and V represents the embedding size.

C. RELATION EXTRACTION MODULE

Initially, we extract the enterprise relations from the publicly available Wikidata data in the relation
extraction module. Wikidata stands for heterogeneous graphs with varying nodes and edges that
maintain interactions between diverse entities (such as nations, businesses, and individuals). We
are solely interested in the stock-related company node types in our investigation. Nonetheless,
these businesses frequently have a variety of edges, and their interactions are quite limited.
Inspired by [34], we tackle this challenge by dealing with heterogeneous networks using meta-
paths minimizing complications in heterogeneous graphs into homogeneous ones having only
nodes pertaining to stocks (businesses).

Wikidata is represented as heterogeneous networks G = (V, E,T), where nodes v and links e are
dispersed by mapping functions ¢ (v) : V — Tyand ¢p(e) : E — Ty are associated. Ty and Tg
imply collections of nodes and relations. Relationship extraction modules learn d-dimensional
latent representations X € R V14 (d « |V|) acquire structural relationships between targetted
nodes.

Subsequently, meta-path schemes leverage on meta-path bootstraps with just two hops to direct
random  walk  processes in  heterogeneous networks which are  explained:

P: V113 VZIEVg. Probabilities of transitions at steps i can be defined as
( 1 . . .
——— (v V) €E,0(v"*) =t + 1
('Ui+1|'l]i :P) _! |Nt+1 (vt)l
P L2770 (v vi) e E,d(vit) £t + 1
0 (vi*Lvi) ¢ E

wherev! € V, and N,,; (v}) represent the V,,, type of the field of node v!.

D. RELATION GRAPH MODELLING

In isomorphic graphs modified by relational extraction module in earlier sections, the relational
graph module updates nodes, or stocks (businesses). The primary roles of GNNs are information
exchange amongst neighbouring nodes, information aggregation amongst neighbouring nodes, and
lastly, supplementing each node's representation with information from surrounding nodes. Node
attributes are essential to the graph prediction job's execution, thus we need to effectively combine
different kinds of relationship data that were collected from various nodes. This paper suggests a
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novel multilevel graph attention network for relational graph modelling (ML-IMGAT) based on
GNNSs in order to achieve this. The precise structure of ML-IMGA stock fluctuations is shown in
Figure 2.0ur model can gather information on different connection types from different nodes and
filter out information that is invalid for trend prediction by adding many layers of attention
mechanisms at different levels and giving information screening varied weight values. Our
approach is essential for effectively forecasting since there are several varieties of stock
connections, some of which have nothing to do with market forecasting.

Feature Embedding Stock Relationship Meterork
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FIGURE 2. Overview of the ML-IGAT mode

Price embed vectors ef € R" and news text embed vectors f;* € R" of stocks i at times t generated
utilising stock data feature extractions. For convenience, the superscript t is omitted consistently
in following texts, assuming all vector representations are generated at the same time t.
Furthermore, because implementations are based on GNN, knowledge on collections of targetted
nodes’ neighbouring relation types I. Embedded vectors of relationship types 17y, € Nir Mand

relation types m of nodes i as 7,ase,,, € R%. Our objective is to gather specific relationship-
related data about nearby nodes.

ML-GAT selects relevant data with the same sort of connection from a set of nearby nodes inside
the first-level state attention layer. The attention mechanism's main job is to calculate different
weights according to the selected relationship type, rm. By joining the node representations of
nodes i and j with the relation type embedding vector e to create a vector, where j € Nirm, is
required prior to computing the state attention coefficient. The connection vector as xiT]T" €

R2"+4 js what we refer to. The following formula may be used to calculate the attention

coefficient of the relationship type r m between target node i and target node j:
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exp(LeakyReLU (ar (VI/ler]m + by)))

Tm _

ij =

Zyenym €XP (Le“k;VReLU (a CT(Wex + bs))>

where W, € R?"*4  and b, € R are learnable parameters that calculate attention coefficients.
Firm connections' output characteristics are generated as weighed averages of all nodes using the
algorithm below based on determined state attention coefficients.

The vector representation of any relationship between stocks is generated by calculating the above
formula, and this may be thought of as the relationship's summary information. The relationship
type 1, 0f stock i's summary data is contained in the vector Z lr ™. A summary of all the target stock
company's subsidiaries, for instance, may be found in the subsidiary relationship vector
representation. Similar to how people make investing decisions, our model ought to sort through
all of the available data and give priority to the information that is crucial for trading decisions.
Hence, in ML-GAT second-level relation attention layers, attention methods are used to assign
significant weights to various bits of sign information. Concatenation of summary information
vectors Zir ™ of relationships, current node representations e;, f; of stock companies and embed

vectors of relationship types e,,, and denote concatenated vectors vir m g R2"+4 35 feature inputs
for next attention layers. The attention coefficient is determined at the second-level attention layer
using the formula, which is similar to the preceding formula

exp(LeakyReLU (Al (W,v,;™ + b,.)))

Ykeqp €XP <LeakyReLU (a _?(erir" + br)>>

r
oc, "=

whereW,. € R?"*4  and b, € R are the learnable parameters. An aggregated relation
representation is produced by adding the weighted vectors of each kind and using a sigmoid
function to get e weighed averages of source-hidden features using:

ro_ Tk Tk
el =0 Z o W Z;
keg

Finally, nodes and their node representations are added to obtain representations of targets
reps = e} +e; + f;
E. FACTOR ANALYSIS MODULE
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Wikidata's corporate relationship data, financial markets, and investor sentiment were integrated
into this phase by examining the textual data from stock forum comments. Prediction accuracy
will increase with the addition of sentiment indicators to the model's characteristics. But using a
broad lexicon in the finance industry isn't going to provide positive outcomes. As a result, creating
an emotion dictionary unique to each stock is required. Based on reputable financial investment
dictionaries, a sentiment dictionary is created that is appropriate for sentiment indicator
computation and individual stock sentiment analysis. Beyond classifying emotions as positive or
negative in sentiment analysis, additional factors including macroeconomic circumstances and
changes in policy will also affect the prediction of stock price.In this study phase, emotional signs
including grief, fear, rage, and contempt were also taken into consideration.

Once information from various data sources has been acquired, effective factors of financial
indicators, technical indicators, and public opinion indicators are considered while designing the
factor store. This study uses the Markov method to determine the optimal feature combination
from financial indicators, technical indicators, relational variables, and sentiment components
based on prior research experience. Markov processes are stochastic processes that meet Markov
properties. Stated differently, it is a process for which future occurrences can only be predicted
from its current state, and these predictions are equally accurate as those derived from an
understanding of the process's whole history. Another popular way to characterise a Markov chain
is as having discrete time in a countable or continuous state space (i.e., independent of the state
space). Markov chain as a countable state space (i.e., time independent) Markov process in discrete
or continuous time. One of the extra layers of the suggested deep learner model is the factor
analysis module, which uses the Markov process.

The most basic Markov model is the Markov chain. It depicts a system's condition across either
continuous or discrete time. The observer may fully witness every state of the model. A family of
random variables, {X, } where n = 1, 2, 3.... is referred to as a stochastic process. The value x, of
random variables X,at times n called states of random variables at that time.State spaces S are
collections of all potential values that random variables X,, may take.

When the dependence of x,,,; is entirely captured by the dependence on the last sample x,, we say
that the stochastic process is a Markov chain. More precisely, we have:
P(Xn41 = Xng1lX1 = x4, 00, Xpn = X)) =P (X1 = Xng1|Xn = x3)
where: X441, Xp, ..., X1 € S
Which is called Markov Property.

We can automatically determine the transition probabilities when they are unknown by looking
through the system's previous data. The approach used in this thesis looks for a collection of
pairings inside a set of state sequences. The final model's transitions are represented by pairs,
which may be expressed as (s; , s;).. In order to get pi,j, we must divide the total number of pairings
with i as the beginning point by the number of times we see a transition from state i to j. Let's
provide a formal definition for the previously discussed concepts:
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S0,S1,,Sp €S

Q =(q90,91, 92, --q97)|q; €S

Where S stands for sets of states and Q are sequences of states observed in single executions of
systems. Collections of various sequences with varying lengths can be acquired by monitoring
systems K times. Ty, Ty, ..., Tx and on collecting all these sequences in D, sets of all data result in:

Qx = (a¥, ¥, q%, ... q%.)
D ={Q, Q1,0Q, -..., Qx}

The next step explodes sequences as sets of pairs. Pairs (s;,s;) represent associations between
s; and s; based on obtained sequences and generated pairs are added to set F.

Cr = {(qf, q¥1)IVt € 0: TyAVK € 0: K}
= {(s, $))) |Vt € 0: T AVK € 0: K, qF = s;AqF,, = S]-}
FZCOUclU...UCk
In the end, the probability to reach the state j by being in the state i can be computed as follows:

_ o lesesplesisp e F|
Psisi = PLi = |[{(s, x)I(s;, x) € CAx € S}|

The number of marriages with both s i and s_j is counted in the numerator, while the number of
couples with si as the initial member is counted in the denominator.

As aresult, the newly created IMGA received the chosen elements for stock price prediction. GCN
is used by IMGA to extract relational data. The attention encoded feature representation for certain
classes is provided by the factor analysis models' extracted features and trained weights. Finally,
the fully connected layer receives the concatenated feature vector and utilises a feature map matrix
and input weights to forecast stock.

F. STOCK PREDCITION USING IMGA

Here, GCN (GCN) is used by the IMGA. Convolutional neural networks may be extended to
provide graph encoding using GCN. It changes node representations and performs convolution
filtering on the network by propagating information between nodes. We stack all three types of
constructed nodes within node set V. On a graph, the GCN layer may be written as a non-linear
function f(V, A), where the set of nodes V are represented as d dimensional vectors V € R &D
*d_When many GCN layers are stacked and the convolutional approach provided by Kipf and
Welling (2017) is used, the GCN may be represented as follows:

Vil = F(VL A) = 5(AVIWY

where 8(*) is an activation function; in our investigations, LeakyReLU is the function of choice.
Generally speaking, the layer number is indicated by the superscript 1. The convolutional filter's
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learnable parameters are denoted by W/ €R?*? . Superscript | is used to identify the convolutional
filters of various graph convolution layers. The adjacency matrix may be multiplied to add the
characteristic of each node's neighbour, as can be easily observed. For example, Equation (2) might
be expressed differently if entity node 5 includes two neighbouring nodes: sentence node 1 and
mention node 4.

Vit = §(azsviW! + ausviW! + assviwt)

where Vill indicates the node representation corresponding to the i-th node of the 1-th layer, and
a;jrepresents the element at row i and column j of the neighbouring matrix A. In this instance, the
updated node feature is obtained by first passing the result through one activation function, which
is followed by the GCN aggregating all neighbouring node information with the same convolution
weights. In this manner, neighbouring nodes influence one another in the network, and following
several layers of convolution operations, the relationship between entity nodes is discovered.

where indicates the element at row i and column j of the neighbouring matrix A, and the node
representation corresponding to the i-th node of the I-th layer. In this scenario, the updated node
feature is created by first passing the result through one activation function, and then using the
same convolution weights in the GCN to aggregate all neighbouring node information.
Neighbouring nodes influence each other in this way inside the network, and after several layers
of convolution operations, the link between entity nodes is found.Factual evidence supports the
notion that graph convolution is a type of Laplacian smoothing that combines the properties of the
node and its neighbours (Kipf and Welling, 2017; Li et al., 2018).The smoothing process makes
the features of nodes in the same cluster similar, which optimises the classification task, the reason
for lower performances of GCNs. Nevertheless, stacking many GCN layers may result in the issue
of over-smoothing. Oversmoothing issues may result in node representations that are too similar,
eliminating the node's ability to be distinguished in the classification function. Furthermore, this
issue restricts the model's capacity to simulate long-distance relations. Nonetheless, the document
network we create frequently involves long-distance reasoning routes as it may be necessary to
deduce the relationship between entity nodes from a number of mention and sentence nodes.

To mitigate the aforementioned issues, we suggest a gating method specifically designed for
GCNs. The conventional graph convolutional layer is split into two phases by this approach. In
line with how conventional GCNs operate, the initial phase involves aggregating the structural
information of neighbouring nodes in order to pass messages on the graph. Using a gating
mechanism to regulate the updating of node representations is the second stage. Here is a formula
for calculating the gating mechanism:

g1 = sigmoid(Wy Vi1 + UgV, + by)

Vg1 = V1109 + V01 — g1)
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where W, € R¥™4 and U g € R**4 are two learnable parameters. The gate g; controls the new

node representation V;,, update of each layer by considering the node representations generated
by the previous layer V; and the current graph convolutional layer V4.

The gating technique aims to store the distinct local information associated with the current node
representations following each graph convolution operation. The model learns more distinctive
node representations and enhances its comprehension of the document graph when paired with
distinct local information and efficient global information, which lessens the over-smoothing
problem caused by multi-layer GCNs. Moreover, our proposed gating strategy does not require
human hyperparameter modification to determine each hop's contribution, in contrast to the walk-
base method's edge update mechanism (Christopoulou et al., 2019b).

For the target stock price prediction job, we deploy a shallow neural network implementation after
many instances of aggregation. The prediction job is represented as a classification problem: we
split the future price trend into three categories: up, neutral, and down, and the task parameters are
given in detail subsequently. The prediction network is a basic linear transformation layer with the
following definition:

P(r|e;, €) = softmax(ef W,;se;)

c Rdxkxd

where W ¢ are learnable parameter matrices. k represents target prediction counts,

which is 2 and in this work causes relation extractions are binary classification problems.

Stochastic gradient descent (SGD) algorithm is used in this work to minimize log likelihood
functions where loss functions are:

L=- Z logp(rei,ej=ré‘i_ej |d
deT

where T represents the training set of full stock dataset, re*i,ejis the gold label for the relation
between entity on the full stock relationship (e;, e;) in document d. During training, we minimize

the loss function L of the stock prediction.
III. EXPERIMENTAL RESULTS

In this part, we carry out in-depth studies to examine the merits and drawbacks of the suggested
approach and contrast it with a number of well-liked, recently developed financial strategies. Prior
to reporting the outcomes of each experiment, we first describe the experimental data sources and
experimental parameters.

A. DATA GATHERING AND PREPARATION

Details of prices of established stock markets around the globe that are the subject of our research
comprise 423 stocks from the S&P 500 index and 286 stocks from the CSI 300 index, respectively.
We utilise the China Stock Market & Accounting Research Database for equities in the CSI 300
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index and the Yahoo Finance website (https://finance.yahoo.com/) for companies in the S&P-500
Composite index. Our relational data, which comes from Wikidata and does not include every
stock in the index, excludes certain stocks from Wikidata that are unrelated to other companies.
For the S&P 500 index, for instance, we removed the irrelevant stocks and added the stocks of the
423 remaining firms as target stocks..

TABLE 1. Statistics of historical price data

Index  Stocks Training Days Validation Days Testing Days
. DBA22013-23/05/2017  24/05/2017-27/03/2018  27/03/2018-2908/201%
P 3
S&P 500 423 1080days 213days Jlodays
2 313050 .. T TATHE01R 7030 B L
CSI300 286 O8/02/2013 _x.l"':?lﬁ.-"_[HT _4f¢]5f_Fl11' 270372008 27/03/2018 J'.-"l-]H.-" LY
8 0days 213days Jlbdays

Many studies get original historical price characteristics, such as opening and closing prices, to

dedicated feature extraction modules, and these historical price changes are used as input to

t_pt-1
l

LSTM. The rates of changes in price of stocks at times t may be calculated as: Rf = d P_ill where
i

P} and Pf~1 are the closing prices of stock i at time t and t-1, respectively.
Financial news data:

For financial news, we extract news related to the target stock from websites such as Yahoo
Finance within a specific time interval, and our final text dataset consists of nearly 150,000 texts
about the target stock.

Corporate relation data:

Wikidata are key sources of entity relationships; they have large corporate entiy counts and
commercial links that may effect stock prices. Third types of data are relational data from Wikidata
(https://www.wikidata.org/wiki/Wikidata: Main_Page). Currently 48 million items (Google Inc.)
and hundreds of millions of words (Apple, which was founded by Steve Jobs) in Wikidata, free
collaborative knowledge bases. Motivated by [28], meta-paths with a max. of two hops extract 62
types of second-order relations and 9 types of first-order relations from [35]..

B. EXPERIMENT SETTINGS

The price change rate based stock price training data is divided into three categories namely up,
neutral, and down. Calculations of stock price change rates have also been explained before.The
price change labels for training sets have been modified as follows:

up R =1
f = {neutral Taown < Rf = Tup
down R} < Tiown

Here, we set 1, = 0.6,730wn = —0.6.
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Numerous research on trading tactics have been undertaken [41], [42]. In order to calculate the
profitability of the methodology given in this paper, we simulate stock trading using a few
prominent trading approaches. We created a portfolio based on the predicted values from the
prediction model. Because the model is divided into three classes during training, the prediction
vector is three-dimensional, with each dimension reflecting the expected probability of a class.
Every day, the stock is purchased, sold, or held. If there is a high likelihood of an upward increase,
the stock is acquired at the day's closing price with all available funds. If the likelihood of a
decrease is greater, the stock is sold at the transaction's closing price. Otherwise, no transaction
occurs on that particular day. Then, using TensorFlow, we design our model, and then use the
Adam optimizer to modify parameters across 100 epochs on a single NVIDIA Tesla K80 GPU
[37]. The learning rate was set to Se-4, the weight decay to Se-5, and the batch size to 32. To
minimise overfitting, we employ dropout [36] at the end of each layer and set its value to 0.5. Our
activation function is a leaky ReLU. Because the results of each iteration of the experiment vary
substantially depending on the actual conditions, we ran each experiment 10 times separately.

C. EVALUATION METRICS

Typical criteria were chosen to evaluate model categorizations and profitabilities to compare
performances of proposed techniques to benchmark models. Stock trend predictions are common
predictions and initially two assessment indicators that are commonly used in classification tasks
namely : accuracy and F1-score were selected in this work and computed using the formulas

| ~ TP + TN
CeUracy = TP ¥ TN + FP + FN

Recall * Precision

Fl=2+ Recall + Precision

Macro F1 values are obtained by averaging computed F1 scores of categories. To evaluate
profitabilities of proposed methods, the following two metrics were used in comparisons of
methods for profitabilities. The formula used for computing returns of portfolios was:

—1

| Ill'_,l'l: - Ip'r

i i
Return; = ——— E (2 DA St

P

whereFt~! denotes groups of stocks included in portfolios at times t — 1, pf denotes prices of
stocks i at times t, | - | denotes item counts in set portfolios. Sharpe changes in rates are indicators

that consider both returns and risks which help in measuring performances of investment risks
compared to returns and computed as:

E [Rs — Ry]

Hjl

Sharpe , =
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whereR,, denotes portfolio rates of returns, Ry denotes risk-free rates, and o, denotes standard

deviations of portfolio rates of returns where this work used 13-week Treasury bills as risk-free
rates.

D. BASELINE METHODS
In this section, we describe several benchmark models chosen for this paper.

(1)MLP One of the most extensively utilised NNs for stock forecasting is the multilayer
perceptron. We utilise a basic multilayer perceptron model with four layers in this study,
comprising two hidden levels and one prediction layer.

(2)CNN [3] CNNs are commonly utilised because they are quick at modelling time series. A CNN
network with three convolutional layers was employed.

(3)LSTM [31] Many prior research have validated the usefulness of LSTM as a frequently utilised
DL model for time series forecasting applications. In our studies, we encode the final predictions
on historical price data using a two-layer classical LSTM model.

(4)GCN [15] The stock graph is reconstructed using historical information reflecting the target
company's connection utilising historical price data as input to the node using a GCN model with
two convolutional layers and one prediction layer.

(5)TGC [28] Feng et al.'s temporal graph convolution module is used to represent stock relations.
This module encodes the current state of the stock using an LSTM and provides the newest state
to the GCN to investigate the linkages between firms. The TGC model summarises all connected
information of the target stock's surrounding nodes, whereas the ML-GAT summarises information
of different connection kinds and gives varying weights to that information.

Table 2 presents the parameters adopted by the ML-GAT-based method and other benchmark

models.

Methods Parameters and Description Methods Parameters and Description
Hidden lavers: 128.64: Hidden: .L.b I'M layers: 64,64
Optimizer: Adam MLE layer: k

MLP pUrmzer: > TGC Optimizer: Adam
Learning rate: 0.0001 jaose
Enochs: 100 earning rate: 0.001
pocas- Epochs: 104
Convolutional layerl: 16filters 2%2
. ional laver?: 371 . DHD
('.':mua]ul?mu! ]ay-cr:: . _l'fher% 2___ Convelutional layerl: 64filters 22
Convolutional layer3: 6dilters 2%2 L 2 : w
3 it Convolutional layer2: 64filters 2#2
_— Max pooling layer: 2%2 — i
CNN SR GCN Optimizer: Adam
Fully connected layer: 500 L e
Optimizer: rmsprop Learning rate: 0.01
Learning rate: 0.01 Epochs: 100
Epochs: 100
The length of time series: 50
Hidden: MLFP layer: 2
ST laver 172
LSTM layers: 60,50,50,50 LSThilayer: |26
g Optimizer: Adam
Dropout layer: 0.2 L ey
LSTM Optimizer: rmsprop ML-GAT a3 By
1 Drropout layer: 0.5
Learning rate: 0,01 i ; :
= = Activation function: Leaky_Rel.U
Epochs: 100 -

BERT: BATCH_SIZE=32
MAX _token_LENGTH=12§
Epuche: 1{H)

694



AN INVESTIGATION ON IMPROVED MULTI LEVEL GRAPH ATTENTION BASED GRAPH CONVOLUTION NETWORK FOR STOCK

PREDICTION

As the GCN's adjacency matrix, we enter each relation type independently. Finally, tables 3&4
give the ten best and ten worst relation types, together with their F1 scores on the test set.

E. WIKIDATA COMPANY-BASED RELATIONS

TABLE 3. Results of using the best 10 relations

Eelaton Type Fl-score
Industry-Legal form 04576
Parent organization-Owner of 04561
Industry-Product or material produced 0.4552
Orwned by-Subsidiary 0.4547
Founded by-Founded by 0.4543
Follows 0.4535
Parent organization (4521
Complies with-Complies with 0.4502
Subsidiary-Owner of 0.4491
Crener of-Parent organization 00.4484

TABLE 4. Results of using the worst 10 relations

Relation Type Fl-score
Board member 0.3112
Lnstance of-Legal form 0.3084
Location of formation-Country 0.3075
Stock Exchange 00,3053
Country-Location of formation 0.2952
Country of origin-Country 0.2948
Country-Board member 0.2886
Country-Country of origin 0.2851
Instance of-Instance of 0.2748
Stock Exchange-Stock Exchange 0.2665

As shown in tables 5 and 6, we find 9 types of first-order (A R— B) and 62 types of second-order
(A — R1 B « R2 C) relationships between firms corresponding to the selected stocks in the
S&P500. Wikidata entities are represented by A, B, and C, whereas Wikidata relations are
represented by R, R1, and R2. The obtained relations are detailed in tables 7&8.

F. Comparison of the Classification Accuracy

TABLE 5. Classification scores for stock prediction tasks

F1-Score

MLP

CNN

LSTM

GCN

TGC

ML-GAT

Proposed
IMGA
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S& | CSI| S& | CSI | S& | CSI | S& | CSI | S&P | CSI | S& | CSI | S& | CSI
Inde | P [300| P [300| P |300| P |300]| 500 [300| P | 300 | P | 300
x | 500 500 500 500 500 500

1 0310403030304 ]03|04/[04304 |04 |058]0.5]0.60
462 | 330 | 986 | 329 | 873 | 202 | 989 | 250 | 37 | 449 | 983 | 47 | 211 | 11

2 0310370370303 (04 04 04/|045]04 0.5 ]0.66]| 0.5 ]0.69
331 | 464 | 977 | 013 | 821 | 736 | 307 | 816 | 28 | 268 | 224 | 665 | 331 | 15

3 03104030404 05(04 04 044051051059 0.5]0.61
728 | 422 | 861 | 549 | 155 | 006 | 142 | 590 | 76 |431 | 035 | 79 |231 | 24

4 (10304 ,04]03|03(04]04]03[{044 |04 |05 /0.60]|0.5]0.62
661 | 244 | 058 | 654 | 958 | 776 | 192 | 977 | 352 | 809 | 183 | 17 | 301 | Ol

5 031037030404 (05(04 04/ 04404 |04 ]051]05]0.52
749 | 977 | 895 | 514 | 129 | 056 | 335 | 412 | 49 | 841 | 980 | 20 | 121 | 31

6 0310370370303 (03(0403/043]03 05 1]053]0.5]0.54
776 | 415 | 984 | 316 | 862 | 523 | 011 | 612 | 11 | 607 | 221 | 86 | 341 | 58

7 031027030304 ]04]04|04/045|03 0505905 ]0.61
302 | 758 | 892 | 400 | 104 | 077 | 308 | 811 | 74 | 750 | 078 | 59 | 121 | 21

8 0310203040404 04 05/|043]04 051055 0.5]0.57
494 | 770 | 733 | 632 | 138 | 598 | 317 | 305 | 18 | 473 | 386 | 41 |478 | 0l

9 0310404030403 03(04 042]05 1|04 ]051]0.5]0.53
653 1279 | 012 | 959 | 120 | 219 | 953 | 184 | 89 | 190 | 941 | 12 | 111 | 112

10 {03 |04]0303(03|03]03|03(044 |04 |04 052]|0.5]0.53
5251244 | 991 | 952 | 882 | 456 | 903 | 206 | 84 | 270 | 985 | 85 | 087 | 67

Aver | 03 {03 10310304 |04|04|04|044 |04 |05 056/ 0.5 |0.57
age | 568 | 790 | 939 | 832 | 004 | 265 | 146 | 317 | 12 | 509 | 102 | 91 |247 | 91

Classification accuracy results of several stock indices based on various techniques in stock trend
prediction studies are summarised in Table 5 and Figure 3. The results table shows that LSTM
outperforms the other two benchmark models in terms of accuracy and F1-score among the three
models that do not take into account simulating the connections between stocks. Consequently, we
just need to compare the outcomes of our model with those of the LSTM model in order to compare
it to the relational modelling module. Every model using relational modelling modules
outperforms LSTM in terms of the F1-score. Nevertheless, not all models that take into account
simulating the links between stocks outperform LSTM in terms of accuracy, with GCN marginally
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underperforming LSTM. Specifically, we may conclude that, in ten repeated tests, the proposed

IMGA model performs better than the other models on average.

Fi-score
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~
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S&P 500

Task

CSI 300
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ECNN
=ELSTM
= GCN
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®ML-GAT
u Proposed IMGA

2) PROFITABILITY

Figure 3: Classification scores for stock prediction tasks

TABLE 6. Classification accuracy scores for stock prediction tasks

Accuracy

MLP

CNN

LSTM

GCN

TGC

ML-GAT

Proposed
IMGA

Inde

S&

500

CSI
300

S&

500

CSI
300

S&
P
500

CSI
300

S&
P
500

CSI
300

S&

500

CSI
300

S&

500

CSI
300

S&
P
500

CSI
300

0.3
267

0.3
696

0.2
912

0.3
483

0.4
467

0.4
335

0.4
345

0.3
632

0.4
779

0.43
66

0.5
172

0.52
64

0.6
172

0.62
64

0.2
711

0.3
122

0.3
423

0.4
287

0.4
365

0.4
123

0.4
515

0.4
459

0.4
674

0.51
50

0.4
972

0.39
85

0.5
972

0.49
81

0.2
759

0.2
798

0.3
601

0.3
677

0.4
212

0.3
270

0.4
519

0.4
032

0.4
443

0.44
40

0.5
094

0.51
26

0.6
094

0.46
126

0.3
017

0.4
202

0.3
497

0.3
906

0.4
498

0.3
912

0.4
564

0.4
423

0.4
498

0.46
36

0.5
036

0.58
66

0.6
036

0.68
66
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5 03104030404 |03|04|04]|04]038|051/065]|0.6]0.75
181 | 023 | 136 | 503 | 317 | 650 | 481 | 505 | 569 | 27 | 184 | 07 | 184 | 07

6 0210303040403 |04|04|04]049 |05 ]0.61]|0.60.71
875 [ 079 | 543 | 253 | 616 | 931 | 384 | 531 | 473 | 556 | 069 | 62 | 069 | 62

7 03,104]02,04|{04|03|04/|02]|04/]050|051/]049]| 0.5 0.9
095 | 005 | 885 | 243 | 412 | 751 | 356 | 938 | 694 | 16 | 177 | 12 | 177 | 12

8 03103030404 |04|04|04]|04]037|05|0..6]|0.6/0.75
073 | 829 | 429 | 336 | 345 | 444 | 332 | 140 | 665 | 06 | 193 | 524 | 193 | 24

9 0310302020403 |04|03]|04/040|04 |062]|0.5 |0.72
039 | 759 | 827 | 865 | 574 | 980 | 238 | 896 | 769 | 47 | 983 | 49 | 983 | 49

10 103 /03(0303|[04|04|04|04]|04]042|04|0.63|0.5]0.73
199 | 376 | 528 | 693 | 474 | 882 | 480 | 828 | 693 | 35 | 977 | 83 | 977 | 83

Aver | 03 103103 ]03|04|04|04|04]|04]044| 0.5 (056 0.6 |0.76
age | 022 | 589 | 278 | 924 | 428 | 028 | 421 | 138 | 626 | 38 | 085 | 98 | 085 | 91

Table 6 presents the profitability results of several models. We compute the portfolio's daily returns
using the trading strategies outlined in the prior section. While TGC and the suggested IMGA
generated slightly high average daily returns, ML-GAT generated the most competitive daily
returns, exceeding TGC and other benchmark models substantially. The most notable finding in
this case is that GCN outperforms the model without a relational modelling module in terms of
F1-score; however, its Sharpe rate is significantly lower than that of LSTM and other benchmark
models with unrelated modelling modules, whereas TGC's Sharpe rate is higher than that of all
other benchmark models outside of the Proposed IMGA. Based on the variation of the results of
multiple tests, the Sharpe rate variance of several sets of benchmark models is much larger than
our model. In the profitability test, this demonstrates that our model has more reliable qualities. To
summarise, the proposed IMGA model yields notable results for both the Sharpe rate and the
expected average daily returns.
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Figure 4: Classification Accuracy scores for stock prediction tasks

TABLE 7. List of the first-order Wiki relations

Relation Index  Relation Name

Description

LY =0 B [ SR T N T B

R=P127
R=P155
R=P156
R=P355
R=P36]
R=P414
R=P749
R=P1830
R=P1889

Owend by

Follows

Followed by
Subsidiary

Part of

Stock Exchange
Parent organization
Owner of

Different from

owner of the subject.
immediately prior item in a series of which the subject is a part.
immediately following item in a series of which the subject is a part.

subsidiary of a company or organization, opposite of parent organization,

object of which the subject is a part.

exchange on which this company is traded.

parent organization of an organization, opposite of subsidiaries.
entities owned by the subject,

item that is different from another item, with which it is often confused

TABLE 8.List of the second-order Wiki relations.
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Relagson Indes  Belaton Masne

Iescripaion

4 ¥ R B

Z 8 4% ®

T

- -

RI=M7
R2=1159
RI=r7
R2=P495
Ri=PFIT
R2=F740
EI=F3l
R2=1452
E1=P31

K2=1 1150

KI=P3l
K2=P|458
Kl=Fr12
Rl=pli12
Ri=pli2
R2=p720
R1=P121
R2=P121
K=z
RE2=F1Z7
Ri=P12?
RI=P335
RI=PI27
RI=PT44
RI=P117
RI=P15H)

RI=FIM

RI=P134
RI=P155
RI=P135
R1=P155
RI=P}53
Rl=P139
RI=P17

Ri=P159

RI=P131

REl=P134
RI=P151
RI=F1549
RI=PTdik
RI=Plé&6
RI=P 166
RI=P17i
RI=P452
RI=P335
RI=P117
RI=P333
RI=P135
RI=P¥55
RI=P333
RI=P155
RI=F1330
RI=P3&l
RI=1l
Rl=ps|
RI=P414
RI=PMil
RI=Pdisd
RI=P414
Hlsphsl
RI=P451
RI=ILl
Rl=P422
RI=P175
R1=P432
RI=P451
RI=P452

HI=PliGh

Cousstry
Headquaners lcatien
Crammery
Coasmery of anigin
&

CARETY
Locatiom of fomatics
Insiance of
Inddusiry
Inatamee af
Proshic or material
praslucid
Tnstance of
Legal Form
Froamaded] by
Froammdedd by
Froammded by
Parent erpanization
liem aperabed
liem operated
O] by
Chwreed by
Orwned by
Sulwidary
Ureenedd by
Fgenl oiganizsn
Ol by
Uraerer of

Follows

Fullivis

Subsidary
Headkquaners location
Cinsmiry
Headquariors hscation

mivwerelgn slise of this e, dom'n use an hamais
specific ocation where an argoni zatlon s hesdgeiners |s of his been simead
sovereign st of this iweny; dom't use on humans
pommery of anigin of this iem (creative work, food, phrase, prodect, eic )
sovereign sime of this isen dom't use on humans
Iocatson where a group or orgamization was formed
thari class of which this suhject i= a particular example and member
indusiry of company or srpanization
thal class of which Bas subject = a partscular example aml momber
mantemial or produc) proskecad by o povernmeal agency,
Busingss, industey, Caciliny, or progess
that class of which this subjest i a | lar sl and memh
legal form ol an angani zatos
Fomreder or co-founder of this erganizacion, religion or ploce
fomrder or co-founder of this organization, religion or ploce
fomrdder ar co-founder of this organization, religion or place
paren arganiztion of @ orpanization. opposiie of subsidiaries (P55}
oqmpment., insiallation or service opersed by the subject
oqipment. installation or service opersted by the subject
oy ol thar subjisct
ol e subjoct
cogmer of 1he subgect
hsidiary of o cospany o aepanizston, oppooe of pannl orpeealion
cowmer of ihe subgect
ParEnL organiztion of o orgenis aion, opposie of subsidiones (F335)
eawmer ol e subgect
amities owned by the subgest
gk wem s bcaied on the wmitory of the [ollowing admimestraiive oniicy
speazitic locathon whene an orgenlzatlon’s headgueners & or hic been sliused.
rvessedisately prriier it i g sevies of which e subject w0 port
smmedizrely prior item n g sevies of which the subject = a pan
imamedinely peior item in & sexies of which the subject & a pan
syhsidiary of o company of ceganieation, oppaosie of parent organacation
specific location where an organlzatlon’s headquaners & of his been siuaed.
sawereipn slase of this fem; don't use on Bumans
specific locmion whene an organization's headquariers &= or has been sinaed

Lacacanead i thee adininssdsatiee

Liceation of Tonmition
Sowrar] prcerivid
A peceived
Manulactersr
Imadu=iry
Subskdary
Crwreal by
Subsidary
Fullivis
Subsidry
Subskdary
Suidiry
Urevneer of

Pt ol

Fart of

Fan of

Stk Enchasge
Part af
Mzt ol
Stk Enchargr
Fartof

Isalustry
Imstmee of
Iadiistry
Manuluderer
Inadusiry
Eealisstry
Imadusiry
Prasfuct or magerial
prislaacail

#har e 15 bezaied on the temiiory of the ollvsing admssdraire miiky

specific location where an organi zation's headgquaners i of his been siuaed.

speeilic locitios whens an orgamiEilion’s hekusriens woor hie ees silusied

specilic location whene an orgenization’s hesdquariers = or has been sinated

Jocation when: 4 group of organization was lomed

awanl or rrcagnition reegivisd by a peraon, arpamrariion o creilive work

auand of recognition received by a person, organestion of creative work

s lcuner of prosducer of this peoadiic

wdusiry af company or organization

subsidiary ol o company of organizethon, oppose of panen organkeaion

eramir 0f the subgect

subsidiary of o company or crganizaiion, opposse of parem organeation

imamediaely peion item in o sexies of whach the subject & a pan

syuhsidiary of o company or ceganieaiion, oppossie of pareni organacaiion

subshliary of o company of OEAnEon, opposee of paren organceation
haidliary of o comspany or copanization, opyite of pan oogrizalion

emities owned by the subgeci

ehject of which the sutgec is & pan

ohjeet of which the subgest is a pari

objeet of which the subpect is a pan

enchange on which this comguy is ke

ohject of which ihe subgect is 2 pan

orguuseation of clib wo wikich the subject belongs

wachong: on which this compomy is frded

object of which the subpect is a pan

asaluslry ol compainy of o i Eilion

hart class of wiich this subgect is 2 particular exampde and momber

imadiistry of CoMmpany of argel allon

weamulacturer or prostucer of this produs

edustry of company or organi zation

ataduistry ol company of engaeizition

indusiry of company or organization

meanterial or prodoct produced By 4 BOFETBGCI GEETy,

Fusiness, mdustry., Facility, or prices
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4 Rl=Pas2 Ingusury indlusiry af company oF coganizaion
T Ri=Pl4a54 Legad form legnl fomm of an organizatson
W K1=P2n% Meznaberr ol arganization of club i which the subject belongs
- R2=PE61 Part of abject of which the subjer is o pan
W Rl=P2n% Mezisbezr of orgnmizion of club ieowhich the subject belongs
' Ra<pand Member of curgrnizntiom or club o which the subject belongs
3 Rl=pais Country of origin country of arigin of this isens (creative work, food, phrese, produce, ete.)
- R2=PIT Couniry sovereigm stape of this nem; don't use oo bumans
3 Rl=PH5 Couniry of origin couniry of angin of this ivem (creative works food, phrse, produc, i)
- R2=PE0 Loeation of formation Incatiom whene o group o organization was formed
o FI=PEIS Coordinate location pencoondinaies of the subject
R2=PA2s Conordinate location penooondinates of the subject
) R1=PF?s Location of formation location where o group o arganization was formed
U ORaap1? Couniry sovereign siaoe of this nem; don't use o bsmans
g1 RI=FT40 Laseation of farmation Toszation where @ group or segasdeation was foemed
~ RI=F159 Headijuariers hcatin specilic losplion where an orpaisation’s heskuarters is or bas been sibsted,
43 RI=F740 Location of farmation Iocation where a group or organtsstion was formed
RI=PH05 Cronitry of arigin off origim of this itemn {creative work, food, phrase, producet, eie.§
" R1=F730 o formation P o iMpaErnion was formed
O R2=FT40 armation [+ o prgasization was formed
45 R1=F740 N i of # il al subsidierics (PRSS)
© RI=FI1I12 -Fommder of thas arganaeation, mligion o plaes
i R1=F740 Faremt organication anization of an organisabion, vpposile of subsidhanies (P355)
RX=PI27 Owned by owner of the asbject
4y R1=PT40 Parest arganizmion pairent arganization of on organisatian, opposite of subsidiares (P15,
R=f740 Paresa arganizmion parent organization of an organisacnon, opposie af subsidiries (PR55)
g RI=FT80 Paresd arganization parent crganization of an organisacion, opposite of subsidisres (P15%)
RI=F1E3 D of enlibis awmed by Tl suhjedd
o RI1=Fm3 Significant evemt sxgnificant or nutable events assocmied with the subject
RI=FT93 Significant evemt significant or noiable ovents associated with the subject
R1=P1056 Prosdiect or material materinl or product produced by o govemment agency.
L1H] ; prodduced biiskress, indusery, Faeility, o process
Ri=F31 Instanos of bt class of which this subgect = o panicilar example and meembern
BI=B 1050 Proalasct oo pialerial saterial ar preoduct preshed by a povenerest ggency,
5l . : rrasluced busines=, industry, facilily. or process
I ) ¥. ar pr
RI=p452 Indusiry indusiry of compamy or crganization
R1=P1056 Frosdct or material material or product produced by o grvemment agency.
a2 X provluced baisineess, induscry, Gcilny, o process
i Pivslialt oF material isterial o prodic produced By a pevensanes sheicy,
R2=P 0156 . T Lt d
pramducal baissess, industry, Cacilany, oF oo
13 RI=F1344 Farficipant of evenl A persin o @ organization wasi= a padicipant in,
T RI=P1344 Farticipant of Event a person or an organization wasfis a participant in,
54 RI=P1454 Legal form legal form of an crganization
o RSl Instance of that class of which this subgect is @ paniculor exomple and member
55 Ri=F14%4 Legal Tosmin legal fonm af an ofganizacion
T RI=P452 Indhiisley sy of g [T
55 RI=P1454 Lizgal form legal Foren of an ooy
g RI=F145%4 Lazgal Tormi Regal T al an cep i
47 RI=F1E3 Chwner ol enlities awmed by the suhjedt
T REPIZ? Crwned by oener of the sabject
o RI=PIES Owner of entities owned by the subjec
B Sahsidiary subsidinry of a company or organizolion, apposiee of parent argani zation
5 R1=F1H3 Chwner of enlinies aaded by the sihjeo
7 RI-pra Paresd anganization parent organization of an organisition, eppesine of subsidisries (P55
i RI=F1E30} Chwner of enlitics awmed by the subject
RI=FIE30 Orwner of enlities oumed by the subject
&l R 1=F5{HH Complies with the product or work complies with & cenain norm or passes a st
B 2=P SN Complies with the prodduct of work complies with & cenakn norm or issss & st
52 R1=Pa3?y Hies worles in e callection  collestion thar have waorks of this anisg
RI=Paity Hirs wanrks in e callection  colléctiog fhat have warks al this anis

IVv.

CONCLUSION

This paper presents a multilayer graph attention neural network model for trend prediction. To
compensate for the lack of previous knowledge of existing stock forecasting algorithms, we use a
specific feature extraction module to merge news, corporate relations, and financial market data
into a graph neural attention network-based model. A sentiment analysis module was developed in
this work using natural language processing and GRU. The findings of the BERT, LSTM, GRU,
and Relations models from wikidata are fed into the factor analysis module. The newly formed
IMGA was then given a set of criteria to apply in predicting stock prices.IMGA extracts relational
data using GCN. IMGA tries to carefully filter various types of input to generate an aggregated
graph and learn the feature representation of nodes that are useful for prediction tasks by
employing numerous layers of attention mechanisms at various levels. Graph-based learning is
thought to improve prediction accuracy. To assess the efficacy of the suggested approach, we
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contrast IMGA with widely used benchmark models built on publicly available datasets. The
outcomes also highlight how crucial it is to use relational data and financial news. Different
relational data aggregation techniques used by GCN, TGC, and ML-GAT result in varying
prediction accuracies.
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