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Abstract: The issued shares are moved, exchanged, and distributed on the stock market, a 
capitalistic paradise. Although the issue market serves as the foundation for stock pricing, the stock 
market's structure and trading activities are far more intricate than the issue market's. As a result, 
predicting the future accurately becomes a complex and challenging endeavour. Conversely, due 
to the potential rewards associated with stock prediction, it continues to draw in generations of 
academics and investors, who in turn continue to develop a wide range of prediction techniques 
from a variety of viewpoints, theories, investment approaches, and real-world experiences. The 
majority of current graph-based learning techniques ignore the complexity of stock linkages and 
instead manually construct stock relationships in order to produce stock graphs. In this study, a 
sentiment analysis module was created with natural language processes and Gated Recurrent Unit 
(GRU).  The factor analysis module receives the outputs from the LSTM, GRU, BERT, and 
Relations models from wikidata. The sentiment data on the financial market is included into the 
factor analysis module. Subsequently, a subset of parameters were fed into the recently created 
Improved Multilevel Graph Attention network (IMGA) to forecast stock prices. Improved Multi 
level Graph Attention based Deep Stock prediction network (IMGA-DeSnet) is the name of the 
suggested technique. Graph Convolution Network (GCN) is used by IMGA to extract relational 
data. The attention encoded feature representation for certain classes is provided by the factor 
analysis models' extracted features and trained weights. Finally, the fully connected layer receives 
the concatenated feature vector and utilises a feature map matrix and input weights to forecast 
stock.  The suggested architecture offers a solid and trustworthy stock prediction method. 

Keywords:Stock trend prediction, graph neural network, stock relation, financial news. 

I. INTRODUCTION 

            Nowadays, a lot of people understand the benefits of investing, particularly in light of stock 
market growth and expansions of online financial services. On the other hand, the stock market is 
known for its enormous volatility and wealth of data. A lot of people who want to invest financially 
need to know more about data mining. Because of this, more accurate stock price forecasts help 
businesses and investors by reducing risk and raising return on investment. Researchers have been 
interested in stock prediction for a long time. As a valuable indicator of portfolio allocation, 
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accurate stock predictions can assist investors in making wise selections [1]. Since, market 
participants are assumed to be informationally efficient and transactions occur at fair values, 
efficient market hypothesis (EMH) holds that stock prices represent markets in full and that stock 
markets may respond swiftly to information changes [2]. As a result, using the EMH framework 
to forecast stock prices is impossible. In actuality, nevertheless, this framework's logic is called 
into doubt. Adaptive market hypothesis (AMH) is then put out by behavioural economists as a 
revision to the EMH [3]. AMH contemplates that excess returns can result from asymmetrical 
information implying stocks are predictable, when interactions between individuals and markets 
are accounted. 

In the past, researchers have fitted a linear model to the historical trend in stock prices using 
statistical techniques. Autoregressive Moving Average Model( ARMA) is set up to evaluate stock 
prices over time where classical techniques include ARMA, Autoregressive Integrated Moving 
Average Model (ARIMA), and Generalised Autoregressive Conditional Heteroscedasticity 
(GARCH). [1]. The ARIMA model, which predicts the overall direction of changes in stock prices, 
is based on the ARMA model [2]. Wavelet analysis is another feature of the ARIMA model that 
may be used to match the Shanghai Composite Index [3] more precisely. New stock time series 
predictions with windows are presented by GARCH models [4]. Concurrently, other researchers 
combined GARCH and ARMA to create a new forecast which gives volumetric price analysis of 
multivariate stocks theoretical validity [5]. Conventional methods generally only extract data that 
is pre-organized. Conversely, traditional prediction techniques need assumptions that are rarely 
true in real-world scenarios.    This makes it challenging to characterise nonlinear financial data 
statistically. 

 Many studies use machine learning (ML) techniques like Support Vector Machines (SVM) and 
Neural Networks (NN) to try and predict stock values which learn from new data and forecast. 
Many academics utilise the SVM in stock forecasting because it has special advantages when 
handling small sample sizes, high-dimensional data, and nonlinear circumstances. In terms of stock 
prediction accuracy, Hossain and Nasser [6] discovered that SVM approaches outperform 
statistical approaches ones. In order to predict variations in HS300 indices, Chai et al. [7] proposed 
hybrid SVM models and observed that least square SVMs combined with Genetic Algorithm (GA) 
performed better. However, when used on voluminous stock data training sets, SVMs consumed a 
lot of memory limiting its ability to anticipate and resulting financial time series problems were 
addressed using Artificial Neural Networks (ANN) and multi-layered ANNs. Rapid convergence 
and excellent accuracy are two advantages of artificial neural networks (ANNs), based on 
experimental data [8, 9, 10]. Moghaddam and Esfandyari [11] used studies to analyse the influence 
of numerous feedforward artificial neural networks on market stock price forecasting. Liu and Hou 
[12] used the Bayesian regularisation technique to enhance the BP (Back Propagation) NN. 
However, there is need for improvement in the following areas using the standard neural network 
method: The weak generalisation ability soon causes overfitting and devolves into local 
optimisation. Improved models are needed to address these issues since a large number of samples 
must be trained. 
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  Deep learning (DL) offers a new approach to stock price prediction research as artificial 
intelligence advances. DL models have predicted  stock prices and include Convolutional Neural 
Networks (CNNs) [13], Graph-Based CNNs [14], Recurrent Neural Networks (RNNs) [15], and 
Long Short-Term Memory (LSTM) [16]. Stock price predictions may be made using RNN mining 
time series information in data. However, RNN models have gradient dissipations and explosions, 
which make training complex. LSTM models handle RNN’s  incapacities in describing time series 
by implementing time memory functions in cell gate switches [17] and thus perform well in 
forecasting variations in stock market indices [18]. Yan et al. [19] developed high-precision model 
based on LSTM deep neural networks for predicting short-term financial markets. Standard RNN 
and BP neural networks are less accurate than LSTM neural networks in forecasting market prices.  
The aforementioned models ignored supplementary market information in favour of focusing on 
one or more pieces of information. Since linked firms' happenings have an impact on stock price 
swings, stocks do not live in a vacuum. 

   An attention-enhancing LSTM model combined with data from several sources allowed Zhang 
et al. [20] for enhanced stock prediction performances. Studies have also exploited graph 
architectures with the objective of  handling data from diverse market sources, though in their early 
stages. These studies were motivated by financial markets’ inherent qualities and correlations 
between equities. Li et al. [22] used GCN to foresee overnight stock movements with news data 
to model stock linkages. Chen et al. [21] enhanced prediction accuracies by constructing graphs 
with important company linkages from  company information. Ding et al. [23] used neural tensor 
networks for extract information from news events and forecasted changes in stock values. Wang 
et al. [24] improved efficacies of individual stock forecasts and opinion mining. While intricate 
graphical models have been developed to interpret financial data, existing techniques only 
incorporate data from many sources into graphs and are unable to effectively use stock market 
data. Thus, a significant problem remains in effectively mining and integrating multisourced data 
of stock markets. 

Combinations of BERT and Graph Neural Network (GNN) based approaches [25] were studied to 
anticipate market movements based on news in an attempt to solve the issues listed above. To 
extract features from stock market data, the three dimensions of text, numerical, and relational data 
are employed. The BERT model is used to extract textual features of financial markets from news 
sources. Natural language processing technology that is advanced optimises the components of 
unstructured news extraction.Multisource data may be efficiently aggregated in the stock 
prediction challenge utilising graph-based learning approaches. Using the newly developed 
multilevel attention mechanism, the proposed IMGA can selectively combine representations of 
nodes obtained from feature extractions for transforming them into stock graph networks, while 
also assigning different weights to distinct relationships. 

II. PROPOSED METHODOLOGY 

This section outlines the general structure of our suggested approach before detailing financial 
market ‘s text, numerical, and relational data. This proposed system is constructed using corporate 
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relational data in contrast to prior studies that relied on expensive relational modelling techniques. 
In Figure 1, the general framework is displayed.  

Many feature vectors are retrieved using various feature extraction modules following initial data 
processes   and concatenated to construct stock relationship network diagrams using texts and 
prices. Sentiments on financial markets are then processed using factor analyses. Finally, stock 
relationship network diagrams are analysed for trend predictions utilising IMGA-DeSnet's multi-
layered attention layers. The suggested framework's components are detailed before delving into 
this revolutionary relational module structures. 

 

 

Figure 1. The overall process of the proposed methodology 
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A. LSTM-BASED ENCODER MODULE 

Historical stock prices from financial markets can demonstrate short/long-term reliances. Since, 
durations and performances of stock prices fluctuate, LSTM-based encoding models which are 
capable of properly capturing long-term associations are used. Furthermore, in [28], [30], and [40], 
LSTM were employed for feature extractions. 

The feature extraction module takes inputs from a variety of historical stock price raw 
characteristics, such as starting and closing prices. After preprocessing daily historical closing 
prices, changes in rates are determined and used as inputs for LSTM in this study. The rate of price 

changes are calculated. 𝑅௜
௧ = ൛𝑟௜

௧ିௌାଵ, … 𝑟௜
௧ାଵ, 𝑟௜

௧ൟ ∈ ℝௌ×஽ designates historical price changes of 

stocks i at time steps t. S implies sequence lengths and D signifies feature dimensions at time steps. 
LSTM network receives time-series data 𝑅௜

௧as inputs and finally hidden states of outputs, (ℎ௜
௧) are 

utilised as sequential embeds  (𝑒௜
௧)(ℎ𝑖௟ = 𝑒௜

௧)of networks that follow. i.e. the following is obtained 

𝑖௜
௧, 𝑓௜

௧, 𝑜௜
௧ = 𝑓ఏೕ , 𝑓ఏ೑ , 𝑓ఏ೐൫𝑊[ℎ௜

ିଵ; 𝑅௜
௧] + 𝑏(௜,௙,௢)൯ 

𝐶௜
௧ = 𝑖௜

௧⨀𝑢௜
௧ + 𝑓௜

௧ ⊙ 𝑐௜
௧ିଵ 

𝑢௜
௧ = tan (𝑊(௨)𝑅௜

௧ + 𝑈(௨)ℎ௜
௧ିଵ + 𝑏(௨)) 

ℎ௜
௧ = 𝑜௜

௧ ⊙ tan (𝑐௜
௧) 

In simple terns, we obtain: 

𝐸௧ = 𝐿𝑆𝑇𝑀(ℛᇱ) 

Where ℛ௧ = [ℛଵ
௧ , … . ℛ௜

ଵ, … . ℛெ
௧ ] ∈ ℝெ×ௌ×஽ , 𝐸௧ = [𝑒ଵ

௧, … , 𝑒௜
௧, … , 𝑒ெ

௧ ] ∈ ℝெ×௎represents 
sequential embeds of M stocks while U stands for embed sizes (LSTM ‘s counts of hidden units).  

B. BERT-BASED ENCODER MODULE  

BERT's input embedding encompasses embedding layers of positions, segments, and tokens. Each 
word is converted into a set dimension by token embeds. Before each input, a unique token named 
"[CLS]" appears. The segment embeddings primarily discriminate between two types of sentences, 
each of which has the input token "[SEP]" assigned to it. Training yields the position embedding.  

In order to provide a more detailed example of the BERT extraction of stock news text data features 
in the financial field, we will first divide the news collected from stock I in time period t into T 
pieces, which we will then feed into the pretrained encoding model as 𝑁௜

௧ =

{𝑛௜
௧ି்ାଵ, … , 𝑛௜

௧ାଵ, 𝑛௜
௧} ∈ ℝ்×ு, where T stands for text paragraph counts and H implies texts 

feature dimensions. BERT encoders truncate or complete input sentences, preficing [CLS] symbols 
to sentences and attaching [SEP] symbols at ends. Related news items 𝑁௜

௧ for stocks I are 

transformed into [CLS] 𝑛௜
௧+ [SEP], and semantic features of phrases arte represented by output 

vectors corresponding to [CLS], where semantic feature informations of sentences can be 
represented by output vectors corresponding to [CLS]. Following varied deeper level feature 
learning operations of BERT models, [CLS] vectors of previous layer classification output results 
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accurately represent  semantic information of texts. For news text features,  top layers of output 
classification need to  obtain  feature vectors from final transformer layers before phrases are 
retrieved. i.e. we obtain: 

𝐹௧ = 𝐵𝐸𝑅𝑇(ℛᇱ) 

Where ℳᇱ = [𝑁ଵ
௧ , … . 𝑁௜

ଵ, … . , 𝑁ெ
௧ ] ∈ ℝெ×்×ு, 𝐹௧ = [𝑓ଵ

௧, … , 𝑓௜
௧, … , 𝑓ெ

௧ ] ∈ ℝெ×௏represents the text 
feature embedding vector of M stocks, and V represents the embedding size.  

C. RELATION EXTRACTION MODULE  

Initially, we extract the enterprise relations from the publicly available Wikidata data in the relation 
extraction module. Wikidata stands for heterogeneous graphs with varying nodes and edges that 
maintain interactions between diverse entities (such as nations, businesses, and individuals). We 
are solely interested in the stock-related company node types in our investigation. Nonetheless, 
these businesses frequently have a variety of edges, and their interactions are quite limited. 
Inspired by [34], we tackle this challenge by dealing with heterogeneous networks using meta-
paths minimizing complications in heterogeneous graphs into homogeneous ones having only 
nodes pertaining to stocks (businesses).  

Wikidata is represented as heterogeneous networks 𝐺 =  (𝑉, 𝐸, 𝑇), where nodes v and links e are 
dispersed by mapping functions 𝜑(𝑣) ∶  𝑉 →  𝑇௏and 𝜙(𝑒) ∶  𝐸 →  𝑇ா are associated. 𝑇௏ 𝑎𝑛𝑑 𝑇ா 
imply collections of nodes and relations. Relationship extraction modules learn d-dimensional 

latent representations 𝑋 ∈ ℝ |௏|×ௗ  (𝑑 ≪  |𝑉|) acquire structural relationships between targetted 
nodes.  

Subsequently, meta-path schemes  leverage on meta-path bootstraps with just two hops to direct 
random walk processes in heterogeneous networks which are explained: 

𝒫: 𝑉ଵ
𝑅ଵ

→
𝑉ଶ

𝑅ଶ

→
𝑉ଷ. Probabilities of transitions at steps i can be defined as  

𝑝൫𝑣௜ାଵห𝑣௧
௜ , 𝒫൯ =

⎩
⎪
⎨

⎪
⎧

1

ห𝑁௧ାଵ ൫𝑣௧
௜൯ห

൫𝑣௜ାଵ, 𝑣௧
௜൯ ∈ 𝐸, Ф൫𝑣௜ାଵ൯ = 𝑡 + 1

0                       ൫𝑣௜ାଵ, 𝑣௧
௜൯ ∈ 𝐸, Ф൫𝑣௜ାଵ൯ ≠ 𝑡 + 1 

0            ൫𝑣௜ାଵ, 𝑣௧
௜൯ ∉ 𝐸

 

where𝑣௧
௜ ∈  𝑉௧ and 𝑁௧ାଵ (𝑣௧

௜)  represent the 𝑉௧ାଵ type of the field of node 𝑣௧
௜ . 

 
D. RELATION GRAPH MODELLING  

In isomorphic graphs modified by relational extraction module in earlier sections, the relational 
graph module updates nodes, or stocks (businesses). The primary roles of GNNs are information 
exchange amongst neighbouring nodes, information aggregation amongst neighbouring nodes, and 
lastly, supplementing each node's representation with information from surrounding nodes. Node 
attributes are essential to the graph prediction job's execution, thus we need to effectively combine 
different kinds of relationship data that were collected from various nodes. This paper suggests a 
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novel multilevel graph attention network for relational graph modelling (ML-IMGAT) based on 
GNNs in order to achieve this. The precise structure of ML-IMGA stock fluctuations is shown in 
Figure 2.Our model can gather information on different connection types from different nodes and 
filter out information that is invalid for trend prediction by adding many layers of attention 
mechanisms at different levels and giving information screening varied weight values. Our 
approach is essential for effectively forecasting since there are several varieties of stock 
connections, some of which have nothing to do with market forecasting.  

 

FIGURE 2. Overview of the ML-IGAT mode 

Price embed vectors 𝑒௜
௧ ∈ ℝ௛  and news text embed vectors 𝑓௜

௧ ∈ ℝ௛  of stocks i at times t generated 
utilising stock data feature extractions. For convenience, the superscript t is omitted consistently 
in following texts, assuming all vector representations are generated at the same time t. 
Furthermore, because  implementations are based on GNN, knowledge on collections of targetted 

nodes’ neighbouring relation types I. Embedded vectors of relationship types 𝑟௠ ∈ 𝑁௜
௥೘and 

relation types m of nodes i as 𝑟௠as𝑒௥௠ ∈ ℝௗ . Our objective is to gather specific relationship-
related data about nearby nodes. 

ML-GAT selects relevant data with the same sort of connection from a set of nearby nodes inside 
the first-level state attention layer. The attention mechanism's main job is to calculate different 
weights according to the selected relationship type, rm. By joining the node representations of 

nodes i and j with the relation type embedding vector erm to create a vector, where 𝑗 ∈  𝑁௜
௥೘, is 

required prior to computing the state attention coefficient. The connection vector as  𝑥௜௝
௥೘ ∈

ℝଶ௛ାௗ  is what we refer to. The following formula may be used to calculate the attention 
coefficient of the relationship type r_m between target node i and target node j: 
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∝௜௝
௥೘=

𝑒𝑥𝑝൫𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑎⃗௥
்൫𝑊௦𝑥௜௝

௥೘ + 𝑏௦൯)൯

∑ 𝑒𝑥𝑝 ቆ𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 ൬𝑎 ሬሬሬ⃗ ௥
்൫𝑊௦𝑥௜௞

௥೘ + 𝑏௦൯൰ቇ௞∈ே
೔
ೝ೘

 

where 𝑊௦ ∈ ℝଶ௛ାௗ  and 𝑏௦  ∈  𝑅 are learnable parameters that calculate attention coefficients. 
Firm connections' output characteristics are generated as weighed averages of all nodes using the 
algorithm below based on determined state attention coefficients. 

𝑍௜
௥೘ = 𝜎 ቌ ෍ ൫∝௜௝

௥೘ 𝑊௦𝑒௝൯

௝∈ே
೔
ೝ೘

ቍ 

The vector representation of any relationship between stocks is generated by calculating the above 
formula, and this may be thought of as the relationship's summary information. The relationship 

type 𝑟௠of stock i's summary data is contained in the vector 𝑍௜
௥೘ . A summary of all the target stock 

company's subsidiaries, for instance, may be found in the subsidiary relationship vector 
representation. Similar to how people make investing decisions, our model ought to sort through 
all of the available data and give priority to the information that is crucial for trading decisions. 
Hence, in ML-GAT second-level relation attention layers, attention methods are used to assign 
significant weights to various bits of sign information. Concatenation of summary information 

vectors 𝑍௜
௥೘  of  relationships, current node representations 𝑒௜ , 𝑓௜ of stock companies and embed 

vectors of relationship types 𝑒௥௠ and denote concatenated vectors 𝑣௜
௥೘ ∈ ℝଶ௛ାௗ  as feature inputs 

for next attention layers. The attention coefficient is determined at the second-level attention layer 
using the formula, which is similar to the preceding formula 

∝௜
௥೘=

𝑒𝑥𝑝൫𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑎⃗௥
்൫𝑊௥𝑣௜

௥೘ + 𝑏௥൯)൯

∑ 𝑒𝑥𝑝 ቆ𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 ൬𝑎 ሬሬሬ⃗ ௥
்൫𝑊௥𝑣௜

௥ೖ + 𝑏௥൯൰ቇ௞∈ఝ

 

where𝑊௥ ∈ ℝଶ௛ାௗ  and 𝑏௥ ∈  𝑅 are the learnable parameters. An aggregated relation 
representation is produced by adding the weighted vectors of each kind and using a sigmoid 
function to get e weighed averages of source-hidden features using: 

𝑒௜
௥ = 𝜎 ቌ෍ ∝௜

௥ೖ

௞∈ఝ

𝑊௥𝑍௜
௥ೖቍ 

Finally, nodes and their node representations are added to obtain representations of targets 

𝑟𝑒𝑝௦ = 𝑒௜
௥ + 𝑒௜ + 𝑓௜ 

E. FACTOR ANALYSIS MODULE 
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Wikidata's corporate relationship data, financial markets, and investor sentiment were integrated 
into this phase by examining the textual data from stock forum comments. Prediction accuracy 
will increase with the addition of sentiment indicators to the model's characteristics. But using a 
broad lexicon in the finance industry isn't going to provide positive outcomes. As a result, creating 
an emotion dictionary unique to each stock is required. Based on reputable financial investment 
dictionaries, a sentiment dictionary is created that is appropriate for sentiment indicator 
computation and individual stock sentiment analysis. Beyond classifying emotions as positive or 
negative in sentiment analysis, additional factors including macroeconomic circumstances and 
changes in policy will also affect the prediction of stock price.In this study phase, emotional signs 
including grief, fear, rage, and contempt were also taken into consideration.  

  Once information from various data sources has been acquired, effective factors of financial 
indicators, technical indicators, and public opinion indicators are considered while designing the 
factor store. This study uses the Markov method to determine the optimal feature combination 
from financial indicators, technical indicators, relational variables, and sentiment components 
based on prior research experience. Markov processes are stochastic processes that meet Markov 
properties. Stated differently, it is a process for which future occurrences can only be predicted 
from its current state, and these predictions are equally accurate as those derived from an 
understanding of the process's whole history.  Another popular way to characterise a Markov chain 
is as having discrete time in a countable or continuous state space (i.e., independent of the state 
space). Markov chain as a countable state space (i.e., time independent) Markov process in discrete 
or continuous time. One of the extra layers of the suggested deep learner model is the factor 
analysis module, which uses the Markov process.  

The most basic Markov model is the Markov chain. It depicts a system's condition across either 
continuous or discrete time. The observer may fully witness every state of the model. A family of 
random variables, {𝑋௡} where n = 1, 2, 3.... is referred to as a stochastic process. The value xn of 
random variables 𝑋௡at times n called states of random variables at that time.State spaces S are 
collections of all potential values that random variables 𝑋௡ may take. 

When the dependence of 𝑥௡ାଵ is entirely captured by the dependence on the last sample 𝑥௡ we say 
that the stochastic process is a Markov chain. More precisely, we have: 

𝑃(𝑋௡ାଵ = 𝑥௡ାଵ|𝑋ଵ = 𝑥ଵ, … , 𝑋௡ = 𝑥௡) =𝑃(𝑋௡ାଵ = 𝑥௡ାଵ|𝑋௡ = 𝑥௡) 

where: 𝑥௡ାଵ, 𝑥௡, . . . , 𝑥ଵ  ∈  𝑆  

Which is called Markov Property. 

We can automatically determine the transition probabilities when they are unknown by looking 
through the system's previous data. The approach used in this thesis looks for a collection of 
pairings inside a set of state sequences. The final model's transitions are represented by pairs, 
which may be expressed as (𝑠௜ , 𝑠௝).. In order to get pi,j, we must divide the total number of pairings 

with i as the beginning point by the number of times we see a transition from state i to j. Let's 
provide a formal definition for the previously discussed concepts: 
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𝑠଴, 𝑠ଵ, … . , 𝑠௡ ∈ 𝑆 

𝑄 = (𝑞଴, 𝑞ଵ, 𝑞ଶ, … . 𝑞்)|𝑞௜ ∈ 𝑆 

Where S stands for sets of states and Q are sequences of states observed in single executions of 
systems. Collections of various sequences with varying lengths can be acquired by monitoring 
systems K times. 𝑇଴, 𝑇ଵ, . . . , 𝑇௄  and on collecting all these sequences in D, sets of all data result in: 

𝑄௞ = ൫𝑞଴
௞ , 𝑞ଵ

௞ , 𝑞ଶ
௞ , … , 𝑞்ೖ

௞ ൯ 

𝐷 = {𝑄଴, 𝑄ଵ, 𝑄ଶ, … . , 𝑄௄} 

The next step explodes sequences as sets of pairs. Pairs (𝑠௜ , 𝑠௝) represent associations between 

𝑠௜ 𝑎𝑛𝑑 𝑠௝ based on obtained sequences and generated pairs are added to set F. 

𝐶௞ = ൛൫𝑞௧
௞ , 𝑞௧ାଵ

௞ ൯|∀𝑡 ∈ 0: 𝑇௞Λ∀𝑘 ∈ 0: 𝐾ൟ 

= ൛(𝑠௜, 𝑠)𝑗)ห∀𝑡 ∈ 0: 𝑇௞Λ∀𝑘 ∈ 0: 𝐾, 𝑞௧
௞ = 𝑠௜Λ𝑞௧ାଵ

௞ = 𝑠௝ൟ 

𝐹 = 𝐶଴ ∪ 𝐶ଵ ∪ … ∪ 𝐶௞ 

In the end, the probability to reach the state j by being in the state i can be computed as follows: 

𝑝௦೔,௦ೕ
= 𝑝௜,௝ =

ฮ൛(𝑠௜ , 𝑠௝)ห(𝑠௜ , 𝑠௝) ∈ 𝐹ൟฮ

‖{(𝑠௜ , 𝑥)|(𝑠௜, 𝑥) ∈ 𝐶Λ𝑥 ∈ 𝑆}‖
 

The number of marriages with both s_i and s_j is counted in the numerator, while the number of 
couples with si as the initial member is counted in the denominator. 

As a result, the newly created IMGA received the chosen elements for stock price prediction. GCN 
is used by IMGA to extract relational data. The attention encoded feature representation for certain 
classes is provided by the factor analysis models' extracted features and trained weights. Finally, 
the fully connected layer receives the concatenated feature vector and utilises a feature map matrix 
and input weights to forecast stock.   

F. STOCK PREDCITION USING IMGA 

Here, GCN (GCN) is used by the IMGA. Convolutional neural networks may be extended to 
provide graph encoding using GCN. It changes node representations and performs convolution 
filtering on the network by propagating information between nodes. We stack all three types of 
constructed nodes within node set V. On a graph, the GCN layer may be written as a non-linear 
function 𝑓(𝑽, 𝑨), where the set of nodes V are represented as d dimensional vectors V ∈ ℝ(N+R+T) 

× d.. When many GCN layers are stacked and the convolutional approach provided by Kipf and 
Welling (2017) is used, the GCN may be represented as follows:  

𝑉௟ାଵ = 𝑓(𝑉௟, 𝐴) = 𝛿(𝐴𝑉௟𝑊௟) 

where δ(•) is an activation function; in our investigations, LeakyReLU is the function of choice. 
Generally speaking, the layer number is indicated by the superscript l. The convolutional filter's 
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learnable parameters are denoted by Wl ∈ℝd×d . Superscript l is used to identify the convolutional 
filters of various graph convolution layers. The adjacency matrix may be multiplied to add the 
characteristic of each node's neighbour, as can be easily observed. For example, Equation (2) might 
be expressed differently if entity node 5 includes two neighbouring nodes: sentence node 1 and 
mention node 4. 

𝑉ହ
௟ାଵ = 𝛿൫𝑎ଷହ𝑣ଷ

௟ 𝑊௟ + 𝑎ସହ𝑣ସ
௟𝑊௟ + 𝑎ହହ𝑣ହ

௟ 𝑊௟൯ 

where 𝑉௜
௟l indicates the node representation corresponding to the i-th node of the l-th layer, and 

𝑎௜௝represents the element at row i and column j of the neighbouring matrix A. In this instance, the 

updated node feature is obtained by first passing the result through one activation function, which 
is followed by the GCN aggregating all neighbouring node information with the same convolution 
weights. In this manner, neighbouring nodes influence one another in the network, and following 
several layers of convolution operations, the relationship between entity nodes is discovered. 

where indicates the element at row i and column j of the neighbouring matrix A, and the node 
representation corresponding to the i-th node of the l-th layer. In this scenario, the updated node 
feature is created by first passing the result through one activation function, and then using the 
same convolution weights in the GCN to aggregate all neighbouring node information. 
Neighbouring nodes influence each other in this way inside the network, and after several layers 
of convolution operations, the link between entity nodes is found.Factual evidence supports the 
notion that graph convolution is a type of Laplacian smoothing that combines the properties of the 
node and its neighbours (Kipf and Welling, 2017; Li et al., 2018).The smoothing process makes 
the features of nodes in the same cluster similar, which optimises the classification task, the reason 
for lower performances of GCNs. Nevertheless, stacking many GCN layers may result in the issue 
of over-smoothing. Oversmoothing issues may result in node representations that are too similar, 
eliminating the node's ability to be distinguished in the classification function. Furthermore, this 
issue restricts the model's capacity to simulate long-distance relations. Nonetheless, the document 
network we create frequently involves long-distance reasoning routes as it may be necessary to 
deduce the relationship between entity nodes from a number of mention and sentence nodes. 

To mitigate the aforementioned issues, we suggest a gating method specifically designed for 
GCNs. The conventional graph convolutional layer is split into two phases by this approach. In 
line with how conventional GCNs operate, the initial phase involves aggregating the structural 
information of neighbouring nodes in order to pass messages on the graph. Using a gating 
mechanism to regulate the updating of node representations is the second stage. Here is a formula 
for calculating the gating mechanism: 

 

𝑔௟ = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊௚𝑉௟ାଵ + 𝑈௚𝑉௟ + 𝑏௚) 

𝑉௟ାଵ = 𝑉௟ାଵ⨀𝑔௟ + 𝑉௟⨀(1 − 𝑔௟) 
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where 𝑾௚ ∈ 𝑅ௗ×ௗ and 𝑼௚ ∈ 𝑅ௗ×ௗ are two learnable parameters. The gate 𝒈௟ controls the new 

node representation 𝑽௟ାଵ update of each layer by considering the node representations generated 
by the previous layer 𝑽௟ and the current graph convolutional layer 𝑽௟ାଵ.  

The gating technique aims to store the distinct local information associated with the current node 
representations following each graph convolution operation. The model learns more distinctive 
node representations and enhances its comprehension of the document graph when paired with 
distinct local information and efficient global information, which lessens the over-smoothing 
problem caused by multi-layer GCNs. Moreover, our proposed gating strategy does not require 
human hyperparameter modification to determine each hop's contribution, in contrast to the walk-
base method's edge update mechanism (Christopoulou et al., 2019b). 

For the target stock price prediction job, we deploy a shallow neural network implementation after 
many instances of aggregation. The prediction job is represented as a classification problem: we 
split the future price trend into three categories: up, neutral, and down, and the task parameters are 
given in detail subsequently. The prediction network is a basic linear transformation layer with the 
following definition: 

𝑃(𝑟ห𝑒௜ , 𝑒௝) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒௜
்𝑊௖௟௦𝑒௝) 

where 𝑾௖௟௦ ∈ 𝑅ௗ×௞×ௗ are learnable parameter matrices. k represents target prediction counts, 
which is 2 and in this work causes relation extractions are binary classification problems. 

Stochastic gradient descent (SGD) algorithm is used in this work to minimize log likelihood 
functions where loss functions are: 

ℒ = − ෍ log 𝑝(𝑟௘೔,௘ೕୀ௥೐೔,೐ೕ
∗

ௗ∈𝒯

|𝑑 

 

where 𝒯 represents the training set of full stock dataset, 𝑟௘೔,௘ೕ

∗ is the gold label for the relation 

between entity on the full stock relationship (𝑒௜ , 𝑒௝) in document d. During training, we minimize 

the loss function L of the stock prediction. 

III. EXPERIMENTAL RESULTS 

In this part, we carry out in-depth studies to examine the merits and drawbacks of the suggested 
approach and contrast it with a number of well-liked, recently developed financial strategies. Prior 
to reporting the outcomes of each experiment, we first describe the experimental data sources and 
experimental parameters.  

A. DATA GATHERING AND PREPARATION  

Details of prices of  established stock markets around the globe that are the subject of our research 
comprise 423 stocks from the S&P 500 index and 286 stocks from the CSI 300 index, respectively. 
We utilise the China Stock Market & Accounting Research Database for equities in the CSI 300 
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index and the Yahoo Finance website (https://finance.yahoo.com/) for companies in the S&P-500 
Composite index. Our relational data, which comes from Wikidata and does not include every 
stock in the index, excludes certain stocks from Wikidata that are unrelated to other companies. 
For the S&P 500 index, for instance, we removed the irrelevant stocks and added the stocks of the 
423 remaining firms as target stocks.. 

TABLE 1. Statistics of historical price data 

 

Many studies get original historical price characteristics, such as opening and closing prices, to 
dedicated feature extraction modules, and these  historical price changes are used as input to 

LSTM. The rates of changes in price of stocks at times t may be calculated as: 𝑅௜
௧ =

௉೔
೟ି௉೔

೟షభ

௉೔
೟షభ where 

𝑃௜
௧ and 𝑃௜

௧ିଵ are the closing prices of stock i at time t and t-1, respectively.  

Financial news data: 

 For financial news, we extract news related to the target stock from websites such as Yahoo 
Finance within a specific time interval, and our final text dataset consists of nearly 150,000 texts 
about the target stock.  

Corporate relation data: 

Wikidata are key sources of entity relationships; they  have large corporate entiy counts and 
commercial links that may effect stock prices. Third types of data are relational data from Wikidata 
(https://www.wikidata.org/wiki/Wikidata: Main_Page). Currently 48 million items (Google Inc.) 
and hundreds of millions of words (Apple, which was founded by Steve Jobs) in Wikidata, free 
collaborative knowledge bases. Motivated by [28], meta-paths with a max. of two hops extract 62 
types of second-order relations and 9 types of first-order relations from [35]..  

B. EXPERIMENT SETTINGS  

The price change rate based stock price training data is divided into three categories namely up, 
neutral, and down. Calculations of stock price change rates have also been explained before.The 
price change labels for training sets have been modified as follows:  

𝑓 = ቐ

𝑢𝑝                    𝑅௜
௧ ≥ 𝑟௨௣

𝑛𝑒𝑢𝑡𝑟𝑎𝑙          𝑟ௗ௢௪௡ ≤ 𝑅௜
௧ ≥ 𝑟௨௣

𝑑𝑜𝑤𝑛      𝑅௜
௧ ≤ 𝑟ௗ௢௪௡

 

Here, we set 𝑟௨௣  =  0.6, 𝑟ௗ௢௪௡  =  −0.6. 
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Numerous research on trading tactics have been undertaken [41], [42]. In order to calculate the 
profitability of the methodology given in this paper, we simulate stock trading using a few 
prominent trading approaches. We created a portfolio based on the predicted values from the 
prediction model. Because the model is divided into three classes during training, the prediction 
vector is three-dimensional, with each dimension reflecting the expected probability of a class. 
Every day, the stock is purchased, sold, or held. If there is a high likelihood of an upward increase, 
the stock is acquired at the day's closing price with all available funds. If the likelihood of a 
decrease is greater, the stock is sold at the transaction's closing price. Otherwise, no transaction 
occurs on that particular day. Then, using TensorFlow, we design our model, and then use the 
Adam optimizer to modify parameters across 100 epochs on a single NVIDIA Tesla K80 GPU 
[37]. The learning rate was set to 5e-4, the weight decay to 5e-5, and the batch size to 32. To 
minimise overfitting, we employ dropout [36] at the end of each layer and set its value to 0.5. Our 
activation function is a leaky ReLU. Because the results of each iteration of the experiment vary 
substantially depending on the actual conditions, we ran each experiment 10 times separately. 

C. EVALUATION METRICS  

Typical criteria were chosen to evaluate model categorizations and profitabilities to compare 
performances of proposed techniques to benchmark models.  Stock trend predictions are common 
predictions and initially two assessment indicators that are commonly used in classification tasks 
namely : accuracy and F1-score were selected in this work and computed using the formulas 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝐹1 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

 

Macro F1 values are obtained by averaging computed F1 scores of categories. To evaluate 
profitabilities of proposed methods, the following two metrics were used in comparisons of 
methods for profitabilities. The formula used for computing returns of portfolios was: 

 

where𝐹௧ିଵ denotes groups of stocks included in portfolios at times 𝑡 − 1, 𝑝௜ 
௧ denotes prices of 

stocks i at times t, | · | denotes item counts in set portfolios. Sharpe changes in rates are  indicators 
that consider both returns and risks which help in measuring performances of investment risks 
compared to returns and computed as: 
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where𝑅௔ denotes portfolio rates of returns, 𝑅௙ denotes risk-free rates, and 𝜎௣ denotes standard 

deviations of portfolio rates of returns where this work used 13-week Treasury bills as risk-free 
rates. 

D. BASELINE METHODS  

In this section, we describe several benchmark models chosen for this paper.  

(1)MLP One of the most extensively utilised NNs for stock forecasting is the multilayer 
perceptron. We utilise a basic multilayer perceptron model with four layers in this study, 
comprising two hidden levels and one prediction layer.  

(2)CNN [3] CNNs are commonly utilised because they are quick at modelling time series. A CNN 
network with three convolutional layers was employed.  

(3)LSTM [31] Many prior research have validated the usefulness of LSTM as a frequently utilised 
DL model for time series forecasting applications. In our studies, we encode the final predictions 
on historical price data using a two-layer classical LSTM model.  

 (4)GCN [15] The stock graph is reconstructed using historical information reflecting the target 
company's connection utilising historical price data as input to the node using a GCN model with 
two convolutional layers and one prediction layer.  

(5)TGC [28] Feng et al.'s temporal graph convolution module is used to represent stock relations. 
This module encodes the current state of the stock using an LSTM and provides the newest state 
to the GCN to investigate the linkages between firms. The TGC model summarises all connected 
information of the target stock's surrounding nodes, whereas the ML-GAT summarises information 
of different connection kinds and gives varying weights to that information. 

Table 2 presents the parameters adopted by the ML-GAT-based method and other benchmark 
models. 
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As the GCN's adjacency matrix, we enter each relation type independently. Finally, tables 3&4 
give the ten best and ten worst relation types, together with their F1 scores on the test set. 

TABLE 3. Results of using the best 10 relations 

 

TABLE 4. Results of using the worst 10 relations 

 

E. WIKIDATA COMPANY-BASED RELATIONS 

 As shown in tables 5 and 6, we find 9 types of first-order (A R→ B) and 62 types of second-order 
(A → R1 B ← R2 C) relationships between firms corresponding to the selected stocks in the 
S&P500. Wikidata entities are represented by A, B, and C, whereas Wikidata relations are 
represented by R, R1, and R2. The obtained relations are detailed in tables 7&8.  

F. Comparison of the Classification Accuracy 

TABLE 5. Classification scores for stock prediction tasks 

F1-Score 

 MLP CNN LSTM GCN TGC ML-GAT Proposed 
IMGA 
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Classification accuracy results of several stock indices based on various techniques in stock trend 
prediction studies are summarised in Table 5 and Figure 3. The results table shows that LSTM 
outperforms the other two benchmark models in terms of accuracy and F1-score among the three 
models that do not take into account simulating the connections between stocks. Consequently, we 
just need to compare the outcomes of our model with those of the LSTM model in order to compare 
it to the relational modelling module. Every model using relational modelling modules 
outperforms LSTM in terms of the F1-score. Nevertheless, not all models that take into account 
simulating the links between stocks outperform LSTM in terms of accuracy, with GCN marginally 
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underperforming LSTM. Specifically, we may conclude that, in ten repeated tests, the proposed 
IMGA model performs better than the other models on average. 

 

Figure 3: Classification scores for stock prediction tasks 

2) PROFITABILITY 

TABLE 6. Classification accuracy scores for stock prediction tasks 

Accuracy 

 MLP CNN LSTM GCN TGC ML-GAT Proposed 
IMGA 
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Table 6 presents the profitability results of several models. We compute the portfolio's daily returns 
using the trading strategies outlined in the prior section. While TGC and the suggested IMGA 
generated slightly high average daily returns, ML-GAT generated the most competitive daily 
returns, exceeding TGC and other benchmark models substantially. The most notable finding in 
this case is that GCN outperforms the model without a relational modelling module in terms of 
F1-score; however, its Sharpe rate is significantly lower than that of LSTM and other benchmark 
models with unrelated modelling modules, whereas TGC's Sharpe rate is higher than that of all 
other benchmark models outside of the Proposed IMGA. Based on the variation of the results of 
multiple tests, the Sharpe rate variance of several sets of benchmark models is much larger than 
our model. In the profitability test, this demonstrates that our model has more reliable qualities. To 
summarise, the proposed IMGA model yields notable results for both the Sharpe rate and the 
expected average daily returns. 
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Figure 4: Classification Accuracy scores for stock prediction tasks 

 

TABLE 7. List of the first-order Wiki relations 

 

TABLE 8.List of the second-order Wiki relations. 
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IV. CONCLUSION 

This paper presents a multilayer graph attention neural network model for trend prediction. To 
compensate for the lack of previous knowledge of existing stock forecasting algorithms, we use a 
specific feature extraction module to merge news, corporate relations, and financial market data 
into a graph neural attention network-based model. A sentiment analysis module was developed in 
this work using natural language processing and GRU. The findings of the BERT, LSTM, GRU, 
and Relations models from wikidata are fed into the factor analysis module. The newly formed 
IMGA was then given a set of criteria to apply in predicting stock prices.IMGA extracts relational 
data using GCN. IMGA tries to carefully filter various types of input to generate an aggregated 
graph and learn the feature representation of nodes that are useful for prediction tasks by 
employing numerous layers of attention mechanisms at various levels. Graph-based learning is 
thought to improve prediction accuracy. To assess the efficacy of the suggested approach, we 
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contrast IMGA with widely used benchmark models built on publicly available datasets. The 
outcomes also highlight how crucial it is to use relational data and financial news. Different 
relational data aggregation techniques used by GCN, TGC, and ML-GAT result in varying 
prediction accuracies. 
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